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Abstract—Small-cell caching utilizes the embedded storage of
small-cell base stations (SBSs) to store popular contents, for the
sake of reducing duplicated content transmissions in networks
and for offloading the data traffic from macro-cell base stations
to SBSs. In this paper, we study a probabilistic small-cell caching
strategy, where each SBS caches a subset of contents with a
specific caching probability. We consider two kinds of network
architectures: 1) the SBSs are always active, which is referred
to as the always-on architecture, 2) the SBSs are activated on
demand by mobile users (MUs), referred to as the dynamic
on-off architecture. We focus our attention on the probability
that MUs can successfully download contents from the storage
of SBSs. First, we derive theoretical results of this successful
download probability (SDP) using stochastic geometry theory.
Then, we investigate the impact of the SBS parameters, such
as the transmission power and deployment intensity on the
SDP. Furthermore, we optimize the caching probabilities by
maximizing the SDP based on our stochastic geometry analysis.
The intrinsic amalgamation of optimization theory and stochastic
geometry based analysis leads to our optimal caching strategy
characterized by the resultant closed-form expressions. Our re-
sults show that in the always-on architecture, the optimal caching
probabilities solely depend on the content request probabilities,
while in the dynamic on-off architecture, they also relate to the
MU-to-SBS intensity ratio. Interestingly, in both architectures,
the optimal caching probabilities are linear functions of the
square root of the content request probabilities. Monte-Carlo
simulations validate our theoretical analysis and show that the
proposed schemes relying on the optimal caching probabilities are
capable of achieving substantial SDP improvement compared to
the benchmark schemes.

I. INTRODUCTION

It is forecast that at least a 100x network capacity increase
will be required to meet the traffic demands in 2020 [1]. As a
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result, vendors and operators are now looking at using every
tool at hand to improve network capacity [2]. In addition, a
substantial contribution to the traffic explosion comes from
the repeated download of a small portion of popular contents,
such as popular movies and videos [3]. Therefore, intelligent
caching in wireless networks has been proposed for effectively
reducing such duplicated transmissions of popular contents,
as well as for offloading the traffic from the overwhelmed
macrocells to small cells [4, 5]. Caching in 3G and 4G wireless
networks was shown to be able to reduce the traffic by one
third to two thirds [6].

Several caching strategies have been proposed for wireless
networks. The authors of [7] analyzed the strategy of caching
contents in the Evolved Packet Core (EPC) of LTE networks.
In [8, 9], the authors studied the strategy of caching contents
in the radio access network (RAN), with an aim to place
contents closer to MUs. The concept of small-cell caching,
referred to as ‘Femtocaching’ in [9, 10], utilized small-cell
base stations (SBS) in heterogeneous cellular networks as
distributed caching devices. Caching strategies conceived for
device-to-device (D2D) networks were investigated in [11–
13], where the mobile terminals serve as caching devices. The
coexistence of small-cell caching and D2D caching is indeed
also a hot research direction. In [14], the authors considered
the joint caching in both the relays and a subset of the mobile
terminals, which relies on the coexistence of small-cell caching
and D2D caching. Moreover, a coded caching scheme was
proposed in [15] to improve the system performance.

In this paper, we focus on the small-cell caching because
(i) The large number of SBSs in 4G and 5G networks already
provide a promising basis for caching [2]; and (ii) Compared
to D2D caching, small-cell caching has several advantages,
such as the abundance of power supply, less grave security
issues and more reliable data delivery. As illustrated in Fig. 1,
with small-cell caching, popular contents are transmitted and
cached in the storage of the SBSs during off-peak hours. Then
in peak hours, if an MU can find its requested content in a
nearby SBS, the MU can directly download the content from
such SBS.

There are generally two approaches to implement the small-
cell caching, i.e., the deterministic content placement and
the non-deterministic content placement. In [9, 16, 17], the
deterministic contents placement was analyzed. In these works,
the placement of popular contents was optimized using the
information of the network node locations and the statistical
or instantaneous channel states. However, in practice, the
geographic distribution of MUs and the wireless channels are
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Fig. 1. Illustration of small-cell caching.

time-variant. Thus, the optimal content placement strategy has
to be frequently updated in the deterministic content place-
ment, leading to a high complexity and less tractable results.
On the other hand, the non-deterministic content placement
permits simple implementation and has a good tractability.
In [14, 18], the distributions of SBSs and MUs were modeled
as homogeneous Poisson point processes (HPPPs) to obtain
a general performance analysis for the small-cell caching.
However, in these works, all the SBSs were assumed to cache
the same copy of certain popular contents. In [11], proba-
bilistic content placement was proposed and analyzed in the
context of D2D caching, where each mobile terminal caches a
specific subset of the contents with a given caching probability.
The throughput versus outage tradeoff was analyzed and the
optimal caching distribution was derived for a grid network
relying on a particular protocol model. The idea of proba-
bilistic content placement was also investigated in the coded
multicasting system [19]. Compared with caching the same
copy of certain popular contents in all the SBSs, probabilistic
content placement in small-cell caching can provide more
flexibility. Therefore, in this paper, we focus on small-cell
caching relying on probabilistic content placement, shortened
as probabilistic small-cell caching (PSC) for brevity.

In small-cell networks, there are two network architectures,
namely, the always-on architecture and the dynamic on-off
architecture. The always-on architecture is a common practice
in the current cellular networks, where all the SBSs are always
active. By contrast, in the dynamic on-off architecture, the
SBSs are only active, when they are required to provide
services to nearby MUs [20]. Aiming for saving energy con-
sumption and mitigating unnecessary inter-cell interference,
the dynamic on-off architecture has been proposed and it
is currently under investigation in 3GPP as an important
candidate of 5G technologies in future dense and ultra-dense
small-cell networks [2, 21, 22]. Energy consumption is of
critical interest in future 5G systems [23, 24], especially in
ultra-dense networks. Compared to the power-thirsty always-
on architecture, where the energy consumption grows with
the network’s densification, the energy consumption of the
ultra-dense network relying on the dynamic on-off architecture
mainly depends on the density of MUs in the network [2]. The
in-depth investigation of the associated energy consumption
issues of wireless caching will constitute our future work.

Against this background, we study the PSC under the
above-mentioned pair of network architectures. Firstly, we use
stochastic geometry to develop theoretical results of the prob-

ability Pr(D), that MUs successfully download contents from
the storage of SBSs. Secondly, we investigate the impact of the
SBSs’ parameters on Pr(D), namely that of the transmission
power P and of the deployment intensity λs. In the always-
on architecture, although Pr(D) monotonically increases with
either P or λs, it approaches a constant when P or λs is
sufficiently high. In the dynamic on-off architecture, Pr(D)
reaches a constant when P is high enough, while it keeps
on increasing as λs grows. Most importantly, we optimize
the caching probabilities for maximizing Pr(D) in the pair
of network architectures considered. We emphasize that it is
quite a challenge to apply optimization theory to an objective
function obtained from stochastic geometry analysis, especial-
ly to derive a closed-form expression for the optimal solution.
Our results will demonstrate that in the always-on architecture,
the optimal subset of contents to be cached depends on the
content request probabilities, while in the dynamic on-off
architecture, it also depends on the MU-to-SBS intensity ratio.
Most interestingly, in both architectures, the optimal caching
probabilities can be expressed as linear functions of the square
root of the content request probabilities.

The rest of the paper is structured as follows. In Section II
we describe the system model, while in Section III we present
the definition of PSC and formulate the probability that
MUs can successfully download contents from the storage
of SBSs. The main analytical results characterizing this suc-
cessful download probability are presented in Section IV. In
Section V, we optimize the caching probabilities in both of the
network architectures for maximizing the derived successful
download probability. The accuracy of the analytical results
and the performance gains of optimization are characterized by
simulations in Section VI. Finally, our conclusions are offered
in Section VII.

II. SYSTEM MODEL

We consider a cellular network supporting multiple MUs
by the SBSs operating within the same frequency spectrum.
We model the distribution of the SBSs and that of the MUs
as two independent HPPPs, with the intensities of λs and λu,
respectively. The transmission power of the SBSs is denoted
by P . The path-loss of the channel spanning from an SBS to an
MU is modeled as d−α, where d denotes the distance between
them, and α denotes the path-loss exponent. The multi-path
fading is modeled as Rayleigh fading with a unit power, and
hence the channel’s power gain is denoted by h ∼ exp(1). All
the channels are assumed to be independently and identically
distributed (i.i.d.).

A. Network Architectures

We consider two network architectures.
1) Always-on Architecture: In this architecture, all the

SBSs are assumed to be active, i.e., all the SBSs are con-
tinuously transmitting signals. This architecture is commonly
employed in the operational cellular networks [25]. The ratio-
nale for this architecture is that the number of SBSs is usually
much lower than that of MUs, and thus each and every SBS
has to be turned on to serve the MUs in its coverage.
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2) Dynamic On-Off Architecture: In this architecture, an
SBS will be active only when it has to provide services
to its associated MUs. In future 5G networks, the intensity
of deployed SBSs is expected to be comparable to or even
potentially higher than the intensity of MUs [2]. In such ultra-
dense networks, having an adequate received signal coverage
is always guaranteed, since the distance between an MU and
its serving SBS is short, but the interference becomes the
dominant issue. With the goal of mitigating the potentially
avoidable inter-cell interference and saving energy, the dy-
namic on-off architecture has been identified as one of the
key technologies in 5G networks [20]. With the dynamic on-
off architecture, an SBS will switch to its idle mode, i.e., turn
off its radio transmission, if there is no MU associated with
it, otherwise, it will switch back to the active mode.

B. File Request Model

We consider a contents library consisting of M different
files. Note that M does not represent the number of files
available on the Internet, but the number of popular files that
the MUs tend to access. We denote by qm the probability
that the m-th file, Fm, will be requested. By stacking qm
into {qm : m = 1, · · · ,M}, we can get the probability
mass function (PMF) of requesting the M files. According
to [26], the request-PMF of the files can be modeled as a Zipf
distribution. More specifically, for Fm, its request probability
qm is written as

qm =
1

mβ∑M
i=1

1
iβ

, (1)

where β is the exponent of the Zipf distribution and a large β
implies having an uneven popularity among those files. From
(1), qm tends to zero, as M → ∞ when β < 1, while it
converges to a constant value when β > 1. Note that Eq. (1)
implies that the indices of the files are not randomly generated,
but follow a descending order of their request probabilities.

Due to the limited storage of SBSs, an SBS is typically
unable to cache the entire file library. Therefore, we assume
that the library is partitioned into N non-overlapping subsets
of files, referred to as file groups (FGs), and each SBS can
cache only one of the N FGs. Note that the same FG can be
redundantly stored in multiple SBSs. The scenario of FGs with
overlapping subsets of files will be considered later, which will
be compared to the non-overlapping scenario. We denote the
n-th FG, n ∈ {1, · · · , N} by Gn. The probability Qn that an
MU requests a file in FG Gn, is thus given by

Qn =
∑

m, forFm∈Gn

qm . (2)

III. PROBABILISTIC SMALL-CELL CACHING STRATEGY

In this section, we introduce the PSC strategy, and formulate
the probability that MUs can successfully download contents
from the storage of the SBSs, which is an important perfor-
mance metric of small cell caching.

Generally, caching consists of two phases: a contents place-
ment phase and a contents delivery phase [27]. In the contents
placement phase, popular contents are transmitted and cached

in the storage units of network devices that are close to MUs.
In the contents delivery phase, the popular cached contents
can be promptly retrieved for serving the MUs.

A. Contents Placement Phase

In the content placement phase of PSC, each SBS inde-
pendently caches FG Gn with a specific caching probability,
denoted by Sn. Hence, from the perspective of the entire
network, the fraction of the SBSs that caches Gn equals to
Sn. Since the distribution of SBSs in the network is modeled
as an HPPP with the intensity of λs, according to the thinning
theorem of HPPP [28], we can view the distribution of SBSs
that cache Gn as a thinned HPPP with the intensity of Snλs.

We assume that at a particular time instant an MU can only
request one file, and hence the distribution of MUs who request
the files in Gn can also be modeled as a thinned HPPP with
the intensity Qnλu. We treat the SBSs that cache Gn together
with the MUs that request the files in Gn as the n-th tier of
the network, shortened as Tier-n.

B. Contents Delivery Phase

During the contents delivery phase, an MU that requests a
file in Gn will associate with the nearest SBS that caches Gn,
and then attempts to download the file from it. We assume that
only when the received signal-to-interference-and-noise-ratio
(SINR) at the MU is above a prescribed threshold, can the
requested file be successfully downloaded.

If the MU cannot download the requested file from the
cached SBS, the requested file would be transmitted to the
MU from a remote content provider, which means the data
should flow across the Internet, the cellular core network and
the back-haul network, as illustrated in Fig. 1.

C. Probability of Successful Download

Recent surveys show that 96 % of the operators consider
back-haul as one of the most important challenges to small
cell deployments, and this issue is exacerbated in ultra-dense
networks [29, 30]. If an MU can successfully download a re-
quested file from storages of SBSs, the usage of the back-haul
network will be greatly reduced and the transmission latency
of a requested file will be significantly shortened. Therefore,
we assume that a successful download of a requested file
from storages of SBSs is always beneficial to the network
performance. Accordingly, we focus on our attention on this
successful download probability as the performance metric for
small-cell caching in the following.

According to Slyvnyak’s Theorem for HPPP [28], an exist-
ing point in the process does not change the statistical distri-
bution of other points of the HPPP. Therefore, the probability
that an MU in Tier-n can successfully download the contents
from SBSs can be obtained by analyzing the probability
that a typical MU in Tier-n, say located at the origin, can
successfully download the contents from its associated SBS
in Tier-n.
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When the MU considered requests a file in Gn, its received
SINR from its nearest SBS in Tier-n can be formulated as

γn(z) =
Phx0z

−α∑
xj∈Φ\{x0} Phxj∥xj∥−α + σ2

, (3)

where σ2 denotes the Gaussian noise power, z is the distance
between the typical MU and its nearest SBS in Tier-n, xj

represents the locations of the interfering SBSs, Φ denotes the
set of simultaneously active SBSs and x0 is the location of
the serving BS at a distance of z. Additionally, ∥xj∥ denotes
the distance between xj and the typical MU, while hx0 and
hxj denote the corresponding channel gains.

Since the inter-cell interference is the dominant factor deter-
mining the signal quality in the operational cellular networks,
especially when unity frequency-reuse has been adopted for
improving the spectrum efficiency, the minimum received
SINR is used as the metric of successful reception. Let δ be the
minimum SINR required for successful transmissions and Dn

be the event that the typical Tier-n MU successfully receives
the requested file from the associated Tier-n SBS. Then the
probability of Dn can be formulated as

Pr(Dn) = Pr[γn(z) ≥ δ]. (4)

Considering the request probabilities of Gn and based on the
result of Pr(Dn), we obtain the average probability that the
MUs can successfully download contents from the storage of
the SBSs, denoted by Pr(D), as

Pr(D) =
N∑

n=1

Qn · Pr(Dn). (5)

In essence, Pr(D) quantifies the weighted sum of the success-
ful download probability, where the weights are the request
probabilities reflecting the importance of the files.

IV. PERFORMANCE ANALYSIS OF SMALL-CELL CACHING

In this section, we derive the successful download probabil-
ity Pr(D) for the pair of network architectures. Some special
cases are also considered with an aim to obtain more insights
into the design of PSC.

A. Always-On Architecture

Our main result on the probability Pr(D) for the always-on
architecture is summarized in the following Theorem 1.

Theorem 1. In the always-on architecture, the probability
Pr(D) is given by

Pr(D) =

N∑
n=1

QnPr(Dn)

=
N∑

n=1

Qn

∫ ∞

0

πSnλs exp

(
−zαδσ2

P

)
exp

(
−πλsz

2 ((1− Sn)C(δ, α) + SnA(δ, α) + Sn)
)

dz2,
(6)

where A(δ, α) , δ 2
α−2 2F1

(
1, 1− 2

α ; 2−
2
α ;−δ

)
, and

C(δ, α) , 2
αδ

2
αB

(
2
α , 1−

2
α

)
. Furthermore, 2F1(·) denotes

the hypergeometric function, and B(·) represents the beta
function [31].

Proof: Please refer to Appendix A. �
From Eq. (6), we conclude that the probability Pr(D)

increases as the transmission power P grows, because
exp

(
− zαδσ2

P

)
increases with P . Since it remains a challenge

to obtain deeper insights from Eq. (6), which is not a closed-
form expression, two special cases are examined in the sequel
to gain deeper insight on the performance behavior of Pr(D).

1) Path-loss Exponent α = 4: According to 3GPP mea-
surement [32], the typical value of the path-loss exponent for
SBSs in practical environments is around 4. Substituting this
typical value of α = 4 into Eq. (6), we have

Pr(D) |α=4=
N∑

n=1

QnπSn

√
π

4δ

Pλ2
s

σ2
erfcx

(π
2
·√

Pλ2
s

δσ2

(
Sn +

π

2

√
δ(1− Sn) + Sn

√
δ arctan

√
δ
))

, (7)

where erfcx(x) , exp(x2)erfc(x) is the scaled complementary
error function [33].

Regarding the relationship between Pr(D) and λs, we
propose the following Corollary 1.

Corollary 1. In the always-on architecture, for the special
case of α = 4, Pr(D) monotonically increases with the
increase of λs.

Proof: Please refer to Appendix B. �
From the results obtained in Eq. (6) that Pr(D) increases as

P grows, and based on Corollary 1, we conclude that when
α = 4, the successful download probability Pr(D) can be
improved by either increasing the SBSs’ transmission power P
or the SBSs’ deployment intensity λs. Furthermore, since Eq.
(7) can be viewed as a function of the variable Pλ2

s, the effect
of increasing P to kP on Pr(D) is equivalent to increasing
λs to

√
kλs, where k is a positive constant.

Moreover, according to the property of the function
erfcx(x), i.e., limx→∞ erfcx(x) = 1√

πx
, we have

lim
P→∞

Pr(D) |α=4= lim
λs→∞

Pr(D) |α=4

=

N∑
n=1

QnSn

π
2

√
δ + (

√
δ arctan

√
δ + 1− π

2

√
δ)Sn

. (8)

From (8), we have the following Remark 1.

Remark 1. In the always-on architecture, given σ2 and δ,
the value of Pr(D) monotonically grows with the increase of
P and λs, and it converges to a constant, when P or λs is
sufficiently large.

2) Neglecting Noise, i.e., σ2 = 0: In an interference-
limited network, where the noise level is much lower than
the interference, the impact of the noise can be neglected. In
such cases, we assume that σ2 = 0, and it follows that Pr(D)
in Eq. (6) can be rewritten as

Pr(D) |σ2→0=
N∑

n=1

QnSn

SnA(δ, α) + (1− Sn)C(δ, α) + Sn
. (9)
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From (9), we have the following Remark 2.

Remark 2. In the always-on architecture operating in an
interference-limited network, the probability of successful
download only depends on the request probabilities and
caching probabilities of the FGs, i.e., Qn and Sn.

Note that in the scenario, when the different FGs may have
an overlapping subset of files, the probability Pr(D) still has
the same formulation as Eq. (6). However, all the subscripts n
in Eq. (6) should be changed to m, because we should consider
both the request probability and the caching probability of each
file Fm, i.e., Sm and Qm, instead of each FG Gn. Therefore,
in this scenario, the specific SBSs that cache Fm and the MUs
that request Fm are viewed as Tier-m. Since all the derivations
are the same, our main results summarized in Theorem 1 as
well as the aforementioned corollary and remarks, are still
valid in conjunction with the subscript m. Hence we omit the
analysis for this scenario with overlapping subsets of files for
brevity.

B. Dynamic On-Off Architecture

As mentioned, in the dynamic on-off architecture an SBS is
only active, when it has to provide services for the associated
MUs. Specifically, an SBS in Tier-n is only active, when
there is at least one MU in Tier-n located in its Voronoi cell.
Hence the probability that an SBS in Tier-n is active, which
is denoted by Pr (An), should be considered for the dynamic
on-off architecture.

Our main result on the probability Pr(D) for the dynamic
on-off architecture is summarized in the following Theorem
2.

Theorem 2. In the dynamic on-off architecture, the probability
Pr(D) is given by

Pr(D) =
N∑

n=1

QnPr(Dn) =

N∑
n=1

Qn

∫ ∞

0

πSnλs exp

(
−zαδσ2

P

)
exp

(
−πλsz

2

( N∑
i=1,i̸=n

Pr(Ai)SiC(δ, α) + Pr(An)SnA(δ, α) + Sn

))
dz2, (10)

where Pr(An) denotes the probability that an SBS in Tier-n
is in the active mode, and

Pr(An) ≈ 1−
(
1 +

Qnλu

3.5Snλs

)−3.5

. (11)

Proof: Please refer to Appendix C. �

Compared to Pr(D) in the always-on architecture, Pr(D) in
the dynamic on-off architecture also depends on the intensity
of the MUs λu. The reason behind this is that the number of
active SBSs in the network depends on the number of MUs
in the network.

Also, from Eq. (10), we have the following Remark 3.

Remark 3. In the dynamic on-off architecture, given σ2 and δ,
the value of Pr(D) monotonically increases with the increase
of the transmission power P .

1) Neglecting Noise, i.e., σ2 = 0: In an interference-limited
network, substituting σ2 = 0 into Eq. (10), we have

Pr(D) |σ2→0=
N∑

n=1

QnSn

Pr(An)SnA(δ, α) +
∑N

i=1,i̸=n Pr(Ai)SiC(δ, α) + Sn

.

(12)

From (12), we have the following Remark 4.

Remark 4. In the dynamic on-off architecture operating in
an interference-limited network, the probability of successful
download Pr(D) is independent of P , and only depends on
Qn, Sn as well as on the MU-to-SBS intensity ratio λu/λs.

When considering the scenario of FGs with overlapping
subsets of files, the average probability Pr(D) cannot be for-
mulated as the sum of Pr(Dn) as in Eq. (5). Furthermore, we
cannot formulate Pr(D) as Pr(D) =

∑M
m=1 Pr(Dm), which

we propose for the over-lapping scenario in the always-on
architecture. This is because in the dynamic on-off architecture
the active probability of an SBS depends on the specific FG
that it caches. Therefore, the analysis of Pr(D) in the dynamic
on-off architecture considering the scenario with overlapping
subsets of files requires further investigations as part of our
future research.

V. OPTIMIZATION OF THE CACHING PROBABILITY

A larger Pr(D) always benefits the network because of (i)
the back-haul saving; and (ii) the low-latency transmission of
local contents from SBSs [2]. Based on such facts, in this
section, we concentrate on maximizing Pr(D) by optimally
designing the caching probabilities of the contents in the
system, denoted by {SOpt

n : n = 1, · · · , N}.
Note that there is a paucity of literature on applying

optimization theory relying on an objective function obtained
from stochastic geometry analysis, especially, when aiming for
deriving a closed-form expression of the optimal solution. In
order to facilitate this optimization procedure, we ensure the
mathematical tractability of the objective function by using
a simple user association strategy and neglect the deliterious
effects of noise.

A. Always-On Architecture

From (9), we can formulate the optimization problem of
maximizing Pr(D) as

max
{Sn}

Pr(D) = max
{Sn}

N∑
n=1

QnSn

(1− Sn)C(δ, α) + SnA(δ, α) + Sn
,

s.t.
N∑

n=1

Sn = 1,

Sn ≥ 0, n = 1, · · · , N.
(13)



0018-9545 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVT.2016.2606765, IEEE
Transactions on Vehicular Technology

6

The solution to problem (13) is presented in the following
Theorem 3.

Theorem 3. In the always-on architecture, the optimal
caching scheme, denoted by the file caching PMF {Sopt

n }, that
maximizes the average probability of successful download, is
given by

Sopt
n =


√

Qn

ξ − C(δ, α)

A(δ, α)− C(δ, α) + 1


+

, n = 1, · · · , N, (14)

where
√
ξ =

∑N∗
n=1

√
Qn

(N∗−1)C(δ,α)+A(δ,α)+1 , ⌈Ω⌉+ , max{Ω, 0},
and N∗, 1 ≤ N∗ ≤ N , satisfies the constraint that Sn ≥ 0,
∀n.

Proof: It can be shown that the optimization prob-
lem (13) is concave and can be solved by invoking the
Karush−Kuhn−Tucker conditions [34]. The conclusion then
follows. �

From (14), when the request probability obeys Qn >
ξC2(δ, α), Gn is cached with a caching probability of Sopt

n ,
otherwise, it is not cached. This optimal strategy implies
that ideally the SBSs should cache the specific files with
high request probabilities, while those files with low request
probabilities should not be cached at all due to the limited
storage of SBSs in the network. Moreover, we can see that
from (14) the optimal caching probability of a FG is a linear
function of the square root of its request probability.

Regarding the scenario of FGs associated with overlapping
subsets of files, as we mentioned before, Pr(D) in this scenario
has the same formulation as that in the non-overlapping
scenario. Therefore, the optimal caching probability of Fm

in the scenario of FGs having overlapping subsets of files can
be formulated as

SOpt
m = min




√
Qm

ξ − C(δ, α)

A(δ, α)− C(δ, α) + 1


+

, 1

 , (15)

where
√
ξ =

∑M∗
m=1

√
Qm

(M∗−V )C(δ,α)+V (A(δ,α)+1) , and M∗(1 ≤ M∗ ≤
M), satisfies the constraint that 0 ≤ Sm ≤ 1, ∀m, and V
denotes the number of files in each FG.

Compared to the non-overlapping scenario, the presence of
overlapping subsets among the FGs provides a higher grade of
diversity in the system. However, based on our simulations to
be discussed in the sequel, we find that the gain of maximum
Pr(D) obtained as a benefit of this diversity is limited, while
the algorithm associated with the optimal caching strategy of
Eq. (15) is more complex than that in Eq. (14).

B. Dynamic On-Off Architecture
In this architecture, as shown in Eq. (11), the probability

Pr(An) that an SBS in Tier-n is in the active mode, is a
function of the ratio Qnλu/Snλs. Since the intensity of SBSs
is much higher than the intensity of the MUs in this archi-
tecture, i.e., we have λs ≫ λu, the SBS activity probability
Pr(An) in (11) can be approximated as

Pr(An) ≈
Qnλu

Snλs
. (16)

Substituting (16) into (12) and (5), we can formulate the op-
timization problem of maximizing the successful downloading
probability as

max
{Sn,εn}

Pr(D) =

max
{Sn,εn}

N∑
n=1

QnSn

Qn
λu

λs
A(δ, α) · εn +

∑
i:i̸=n Qi

λu

λs
C(δ, α) · εi + Sn

,

s.t.
N∑

n=1

Sn = 1,

Sn ≥ 0, n = 1, · · · , N,

εn =

{
1, if Sn > 0,

0, if Sn = 0.

(17)

Different from the optimization problem in Eq. (13), the
variable εn is introduced to indicate whether Gn is cached. Due
to the existence of εn, which implies 2N hypotheses of file
caching states, Problem (17) is difficult to solve. Nevertheless,
we manage to find the solution and summarize it in the
following Theorem 4.

Theorem 4. The optimal caching scheme, i.e., the optimal file
caching PMF {SOpt

n }, that maximizes the average probability
of successful download, is given by

SOpt
n =

ζK
√
QnξKC(δ, α)−Q2

n(C(δ, α)−A(δ, α))−(
ξK

λu

λs
C(δ, α)−Qn

λu

λs
(C(δ, α)−A(δ, α))

)
, n ≤ K

0, K < n ≤ N.

(18)

where

ξK ,
K∑
i=1

Qi,

ζK ,
1 +KξK

λu

λs
C(δ, α)− ξK

λu

λs
(C(δ, α)−A(δ, α))∑K

i=1

√
QiξKC(δ, α)−Q2

i (C(δ, α)−A(δ, α))
.

(19)

Regarding K, we have

K = argmax
k

{
Dk : k = 1, 2, · · · , N̂

}
, (20)

where

Dk , ξk−
λu

λs

(∑k
n=1

√
QnξkC(δ, α)−Q2

n(C(δ, α)−A(δ, α))
)2

1 + kξk
λu

λs
C(δ, α)− ξk

λu

λs
(C(δ, α)−A(δ, α))

,

(21)

and

N̂ =



N, if λu

λs
< aN .

N − 1, if aN ≤ λu

λs
< aN−1.

· · ·

1, if a2 ≤ λu

λs
.

(22)
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Furthermore, the segmentation parameter aj , j =
2, · · · , N , is given by

aj =
ϑj

(ϑjξj −Qj)(C(δ, α)−A(δ, α)) + (1− jϑj)ξjC(δ, α)
,

(23)
where

ϑj ,

√
QjξjC(δ, α)−Q2

j (C(δ, α)−A(δ, α))∑j
i=1

√
QiξjC(δ, α)−Q2

i (C(δ, α)−A(δ, α))
. (24)

Proof: Please refer to Appendix D. �
To get a better understanding of Theorem 4, we propose

Algorithm 1 to implement Theorem 4.

Algorithm 1 : Optimal Caching Probabilities in the Dynamic
On-off Architecture

1: Set j = N .
2: Compute ξj =

∑j
i=1 Qi, and ϑj and aj in Eqs. (24) and

(23).
3: Compare λu

λs
with aj . If λu

λs
< aj , go to Step 4; otherwise,

set j = j − 1 and go to Step 2.
4: Set N̂ = j.
5: Compute ξk =

∑k
i=1 Qi and Dk in Eq. (21), k =

1, · · · , N̂ .
6: Set K = argmax

k
{Dk}.

7: Compute ξK and ζK in Eq. (19), then compute SOpt
n in

Eq. (18).

From Theorem 4, we have the following remarks.

Remark 5. In the always-on architecture, the optimal number
of FGs to be cached only depends on {Qn : n = 1, · · · , N}.
By contrast, in the dynamic on-off architecture, the optimal
number of FGs to be cached depends not only on {Qn}, but
also on the MU-to-SBS intensity ratio λu/λs in the network.

Remark 6. According to Eq. (22), given λu, more FGs tend
to be cached in the SBSs, when λs becomes higher. Moreover,
when the intensity of SBSs is not sufficiently high to cache
all the FGs, the SBSs should cache the specific files with
relatively high request probabilities, which is consistent with
the conclusion for the always-on architecture.

Remark 7. In (18), with a practical region of the SIN-
R threshold and path loss exponent from 3GPP, i.e., for
δ ∈ [0.5, 3] and α ∈ (2, 4], we have ξKC(δ, α) ≫
Qn(C(δ, α) − A(δ, α)), and the optimal caching probability
SOpt
n ≈ ζK

√
Qn

λu

λs
ξKC(δ, α)− ξK

λu

λs
C(δ, α). From (14) and

(18), it is interesting to observe that the optimal caching
scheme in both the always-on architecture and in the dynamic
on-off architecture follow a square root law, i.e., SOpt

n is a
linear function of

√
Qn.

VI. NUMERICAL AND SIMULATION RESULTS

In this section, we present both our numerical and Monte-
Carlo simulation results of Pr(D) in various scenarios. In the
Monte-Carlo simulations, the performance is averaged over
1000 network deployments, where in each deployment SBSs
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Sim. δ=0.25  FGNo=20

Fig. 2. The numerical and simulation results of Pr(D) of the O-PSC strategy
in the always-on architecture.

and MUs are randomly distributed in an area of 5 × 5km2

according to an HPPP distribution. The intensity of MUs in the
network is 200/km2. The transmission power of the SBSs, the
noise power, the path-loss exponent and the SINR threshold
are set to 30dBm, −104dBm, 4 and 0.25(−6dB), respective-
ly [32]. In the simulations of the always-on architecture, the
deployment intensity of SBSs is set to 80/km2, while in the
simulations of the dynamic on-off architecture, the intensity is
set to 400/km2.

Furthermore, we consider a file library consisting of M =
100 files, and we partition the file library into N = 10
file groups with a simple grouping strategy that the m-
th file belongs to Gn if m ∈ [MN (n − 1) + 1, · · · , M

N n],
∀n ∈ {1, · · · , N}. Note that the specific choice of the file
grouping strategy is beyond the scope of this paper and it
does not affect our results, because it only changes the specific
values of the request-PMF {Qn}.

In addition, we consider two PSC strategies:
1) The request probability based PSC (RP-PSC) [12],

where the caching probability of one FG equals to
its request probability, i.e., Sn = Qn. Intuitively, a
particular FG is more popular than another, the RP-
PSC strategy will designate more SBSs to cache it. This
strategy is evaluated as a benchmark in our simulations.

2) The proposed optimized PSC (O-PSC) based on Eq.
(14) in the always-on architecture and Eq. (18) in the
dynamic on-off architecture, where Sn = Sopt

n .

A. Always-On Architecture

Fig. 2 compares the numerical and the simulation results
concerning Pr(D) of the O-PSC strategy. Firstly, it can be
seen that the numerical results closely match the simulation
results in all scenarios. In the following, we will focus on the
analytical results only, due to the accuracy of our analytical
results. Secondly, Pr(D) increases with the Zipf exponent β.
With a larger β, the request probabilities of files are more
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Fig. 3. Pr(D) of the O-PSC strategy with different P and λs in the always-on
architecture.

unevenly distributed. In such cases, a few FGs dominate the
requests and caching such popular FGs gives a large Pr(D).
Thirdly, Pr(D) will be lower, if the value of δ becomes higher.
This is because when the SINR threshold is increased, the
probability that the received SINR from the SBS storing the
file exceeds this threshold is reduced. At last, we can see
that Pr(D) increases as the number of FGs decreases. Since
each SBS only caches one FG, decreasing the number of FGs
implies that each SBS caches more files. Hence, this Pr(D)
improvement comes from increasing the stored contents in
each SBS.

Fig. 3 shows the successful download probability Pr(D)
for the O-PSC strategy, when the transmission power P of
SBSs varies within 20 ∼ 40dBm and the deployment intensity
λs of SBSs varies within 10 ∼ 400/km2. To highlight the
asymptotic behavior of Pr(D) with the growth of P , we set
the noise power to −50dBm. We can see from the figure that
Pr(D) increases monotonically with P or λs. The value of
Pr(D) remains constant, when P or λs is sufficiently high.
This result illustrates the limit of Pr(D) in the always-on
architecture shown in (8).

In Fig. 4, we plot Pr(D) versus the SINR threshold δ,
to compare the performances of the RP-PSC and O-PSC
strategies. We can see that the proposed O-PSC strategy
exhibits a significantly better performance than the RP-PSC
strategy. With the number of FGs N = 10, the performance
gain in terms of Pr(D) provided by the O-PSC strategy ranges
from 20% to 50%, when δ varies from 0.1 to 1. When δ is
high, the probability that MUs can directly download the files
from the storage of SBSs becomes small. In such cases, the
advantage of optimizing the caching probabilities of the FGs
is more obvious.

Even more significant Pr(D) improvement can be observed
for the case of N = 20 than that for N = 10. A larger
number of FGs means that less contents can be cached in
each SBS, which implies a very limited storage capacity. In
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Fig. 4. Comparison of Pr(D) vs. δ of the RP-PSC and O-PSC strategies in
the always-on architecture.

such cases, the benefit of optimizing the caching probabilities
is more significant.
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Fig. 5. Comparison of Pr(D) vs. β of the RP-PSC and O-PSC strategies in
the always-on architecture.

Fig. 5 compares Pr(D) in the context of RP-PSC and O-
PSC strategies vs. the Zipf exponents β. Firstly, we can see
that the proposed O-PSC strategy greatly outperforms the RP-
PSC strategy in terms of Pr(D). With the number of FGs
N = 20, the performance gain of Pr(D) ranges from 65% to
20%, when β varies from 0.5 to 1.5. In other words, the Pr(D)
improvement decreases, as β grows. The reason behind this
trend is that for a large β, a small fraction of FGs dominate
the file requests. Once the SBSs cache these very popular FGs,
Pr(D) will become sufficiently high. Thus, the additional gain
given by the optimization of caching probabilities becomes
smaller. Furthermore, compared to the case N = 10, the
Pr(D) improvement when N = 20 is more significant. The
reason for this phenomenon has been explained above.



0018-9545 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVT.2016.2606765, IEEE
Transactions on Vehicular Technology

9

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 11
0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

SINR Threshold δ

P
r(

D
)

non−overlap FGNo=10

non−overlap FGNo=20

overlap FilesPerGroup=10

overlap FilesPerGroup=5

Fig. 6. Comparison of Pr(D) vs. δ in the overlapping and non-overlapping
scenarios in the always-on architecture.

Fig. 6 compares Pr(D) in conjunction with the O-PSC
strategies in the overlapping and non-overlapping scenarios.
Since the total number of files in our simulations is 100,
in the figure, the curves of ‘FGNo=10’ and ‘FGNo=20’ are
compared against the curves of ‘FilesPerGroup=10’ and ‘Files-
PerGroup=5’, respectively. We can see that the performance
of SDP in the scenario of FGs having overlapping subsets of
files is better than that of the non-overlapping subsets of files.
The reason for this observation is that allowing overlapping
amongs the different FGs provides a beneficial diversity of the
FGs. Furthermore, we can see that when the SINR threshold
is increased, the advantage of the overlapping scenario wanes.
This is because when the SINR threshold is high, the O-PSC
strategy tends to cache fewer popular files and the diversity of
FGs becomes of limited benefit here.

B. Dynamic On-Off Architecture

Fig. 7 shows our comparison between the numerical and
simulation results of Pr(D) for the O-PSC strategy. We can
see from this figure that the numerical results closely match the
simulation results in all scenarios. Similar phenomena can be
observed as in the always-on architecture. 1) Pr(D) decreases
upon increasing the SINR threshold δ, 2) Pr(D) increases with
the Zipf exponent β and 3) Pr(D) increases when the number
of FGs decreases. The reasons behind these trends are the same
as those discussed for the always-on architecture. Moreover,
compared to Fig. 2, the value of Pr(D) in the dynamic on-
off architecture of Fig. 7 is shown to be higher. The reason
is that the dynamic on-off technique efficiently mitigates the
potential avoidable interference in the network.

Fig. 8 shows the performance of Pr(D) for the O-PSC strat-
egy in the dynamic on-off architecture, when the transmission
power P of SBSs varies from 20dBm to 40dBm and the SBS
intensity λs varies from 200/km2 to 2000/km2. We can see
from this figure that Pr(D) increases monotonically, when
either P or λs increases. Moreover, we can see that when
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Fig. 7. The numerical and simulation results of Pr(D) of the O-PCP strategy
in the dynamic on-off architecture.
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Fig. 8. Pr(D) with different P and λs in the dynamic on-off architecture.

P increases to a sufficiently high value, any further increase
of P will no longer improve Pr(D). However, the increase of
λs will always improve Pr(D), as seen in Eq. (12).

Fig. 9 compares Pr(D) of the RP-PSC and O-PSC strate-
gies, when the SINR threshold δ varies. It can be seen from
the figure that compared to the RP-PSC strategy, Pr(D) is
obviously improved by the optimal caching PMF {SOpt

n } in
the O-PSC strategy. With Zipf exponent β = 1, the perfor-
mance gain of Pr(D) ranges from 7% to 30%, when δ varies
from 0.1 to 1. This observation is similar to that in the alway-
on architecture. That is, the Pr(D) improvement achieved
by the O-PSC strategy is more pronounced, when the SINR
threshold is higher. Furthermore, the Pr(D) improvement is
higher, when the Zipf exponent β is lower. The reason for this
is explained above.

Furthermore, in order to verify the optimality of the solution
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Fig. 9. Comparison of Pr(D) of the RP-PSC and O-PSC strategies vs. δ in
the dynamic on-off architecture.

given by our algorithm, we plot the optimal solution obtained
from the exhaustive search over all legitimate file caching
states, denoted by ‘Exh. Search’ in the figure. Observed
from the figure that our solution exactly matches the optimal
solution of ‘Exh. Search’, which confirms our statement that
the proposed solution achieves global optimality.
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Fig. 10. Comparison of Pr(D) of the RP-PSC and O-PSC strategies vs. λs

in the dynamic on-off architecture.

In Fig. 10, we portray Pr(D) of the RP-PSC and the O-
PSC strategy vs. the SBS intensity λs. Firstly, it can be seen
that compared to the RP-PSC strategy, the optimization of the
caching probabilities in the O-PSC strategy improves Pr(D) in
all scenarios. This Pr(D) improvement achieved by the O-PSC
strategy wanes slightly, when λs increases. The reason is that
when the SBS intensity is higher, each MU becomes capable
of associating with multiple SBSs and thus the probability that
MUs can successfully download contents from SBSs will be

higher. In such a case, the Pr(D) improvement obtained by the
optimization of the FG caching probabilities remains limited.
Also, we verify the optimality of our solution by comparing
it to the optimal solution obtained from the exhaustive search.

VII. CONCLUSIONS

In this paper, based on stochastic geometry theory, we
analyzed the performance of the PSC in a pair of network
architectures. Specifically, we analyzed the probability Pr(D)
that MUs can successfully download contents from the storage
of SBSs. We concluded that increasing the SBSs’ transmission
power P or their deployment intensity λs is capable of in-
creasing the successful download probability. However, in the
always-on architecture, Pr(D) remains constant, when P or λs

is sufficiently high, while in the dynamic on-off architecture,
Pr(D) always increases as λs grows. Furthermore, in order
to maximize Pr(D), we optimized the caching probabilities
of the FGs. Our results demonstrated that in the always-on
architecture, the optimal subset of FGs depends on the contents
request probabilities. In the dynamic on-off architecture, a
piece-wise defined function of MU-to-SBS intensity ratio
λu/λs was introduced in order to find the optimal subset
of FGs to be cached. Interestingly, a similar optimal caching
probability law was found for both architectures, i.e., SOpt

n

is a linear function of
√
Qn. Our simulation results showed

that the proposed optimal caching probabilities of the FGs
achieve a substantial gain in both architecture in terms of
Pr(D) compared to the benchmark Sn = Qn, because more
caching resources are devoted to the more popular files in the
proposed scheme.
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APPENDIX A
PROOF OF THEOREM 1

In Tier-n of the always-on architecture, where the inten-
sity of the SBSs is Snλs, the PDF of z, i.e., the distance
between the typical MU and its nearest SBS, follows fZ(z) =
2πSnλsz exp(−πSnλsz

2). From Eqs. (3) and (4), we have

Pr(Dn) = Pr (γn(z) ≥ δ)

=

∫ ∞

0

Pr

 Phx0z
−α∑

xj∈Φ\{x0}
Phxj ∥xj∥−α

+ σ2
> δ

 fZ (z) dz

(a)
=

∫ ∞

0

EI [exp (−zαδI)] exp

(
−zαδσ2

P

)
2πSnλsz exp(−πSnλsz

2)dz,
(25)

where (a) is obtained by hx0 ∼ exp(1) and I ,∑
xj∈Φ\{x0} hxj

∥xj∥−α represents the interference.
The interference I consists of two independent parts: 1) I1:

the SBSs in other tiers, which are dispersed across the entire
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area of the network, and 2) I2: the SBSs in the n-th tier,
whose distances from the typical MU are larger than z. Due
to the independence of I1 and I2, we have EI [exp (−zαδI)] =
EI1 [exp (−zαδI1)] · EI2 [exp (−zαδI2)].

Since the distribution of the SBSs in Tier-i is viewed as an
HPPP ϕi with Siλs, so we have

EI1 [exp (−zαδI1)]

= Ehxj
,xj

 ∏
xj∈

∑N
i=1,i̸=n ϕi

exp
(
−zαδhxj

∥xj∥−α
)

(b)
= Exj

 ∏
xj∈

∑N
i=1,i̸=n ϕi

1

1 + zαδ ∥xj∥−α


(c)
= exp

−
N∑

i=1,i̸=n

Siλs

∫
R2

(
1− 1

1 + δzα ∥xj∥−α

)
dxj


= exp

−2π

N∑
i=1,i̸=n

Siλs
1

α
δ

2
αB

(
2

α
, 1− 2

α

)
z2

 ,

(26)

where (b) uses hxj ∼ exp(1) and (c) uses E
[∏

v∈Φ ξ (v)
]
=

exp
(
−λΦ

∫
(1− ξ (v)) dv

)
.

As for I2, we have

EI2 [exp (−zαδI2)]

= exp

(
−Snλs2π

∫ ∞

z

(
1− 1

1 + zαδ ∥xj∥−α

)
∥xj∥ d ∥xj∥

)
(d)
= exp

(
−Snλsπδ

2
α z2

2

α

∫ ∞

δ−1

l
2
α−1

1 + l
dl

)

= exp

(
−Snλsπz

2 2δ

α− 2
2F1

(
1, 1− 2

α
; 2− 2

α
;−δ

))
,

(27)

where (d) uses l , δ−1z−α ∥xj∥α.
Our proof is completed by plugging (26) and (27) into (25).

�

APPENDIX B
PROOF OF COROLLARY 1

Since we have Pr(D) =
∑N

n=1 Qn Pr(Dn), to prove that
Pr(D) increases with the increase of λs, we only have to prove
that Pr(Dn) increases monotonically upon increasing λs, ∀n.
Thus, in the following, we focus our attention on the proof
that ∂ Pr(Dn)

∂λs
> 0.

To simplify our discourse, we use C1 , πSn

2σ

√
πP
δ , and

C2 , π
2σ

√
P
δ

(
Sn + π

2

√
δ(1− Sn) + Sn

√
δ arctan

√
δ
)

. Ob-
viously, we have C1 > 0 and C2 > 0. Then Pr(Dn) can be
rewritten as

Pr(Dn) = C1λs exp(C
2
2λ

2
s)erfc(C2λs). (28)

Hence, we have

∂ Pr(Dn)

∂λs
= C1λs exp(C

2
2λ

2
s) (1− erf(C2λs))

=
(
C1 exp(C

2
2λ

2
s) + C1λs exp(C

2
2λ

2
s)2C

2
2λs

)
erfc(C2λs)

− C1λs exp(C
2
2λ

2
s)

2√
π
C2 exp(−C2

2λ
2
s)

= C1 exp(C
2
2λ

2
s)(1 + 2C2

2λ
2
s)erfc(C2λs)− C1C2λs

2√
π
.

(29)

According to [35], the continued fraction expansion of the
complementary error function is

erfc(z) =
z√
π
exp(−z2)

1

z2 + a1

1+
a2

z2+
a3

1+···

, am =
m

2
. (30)

From Eq. (30), we have erfc(z) > z√
π
exp(−z2) 1

z2+ 1
2

. Sub-
stituting C2λs for z, we have

exp(C2
2λ

2
s)erfc(C2λs) >

C2λs√
π

1

C2
2λ

2
s +

1
2

. (31)

Substituting Eq. (31) into (29), we can prove that ∂ Pr(Dn)
∂λs

>
0, which implies that Pr(D) increases monotonically upon
increasing λs. �

APPENDIX C
PROOF OF THEOREM 2

Similar to the derivation in Appendix A, in the dynamic on-
off architecture, the intensity of SBSs in Tier-n is also Snλs.
Thus, in Tier-n the distance z between the typical MU and
its nearest SBS follows the same PDF fZ(z) in the always-on
architecture. It follows that we have a similar formulation for
Pr(Dn) in the dynamic on-off architecture, yielding

Pr(Dn) =

∫ ∞

0

EI [exp (−zαδI)] exp

(
−zαδσ2

P

)
2πSnλsz exp(−πSnλsz

2)dz. (32)

In the dynamic on-off architecture, the interference I only
arrives from the SBSs in the active mode. According to [36],
the activity probability Pr(An) of the SBSs in Tier-n, can be
formulated as

Pr(An) ≈ 1−
(
1 +

Qnλu

3.5Snλs

)−3.5

.

As in Appendix A, we divide the interference into two parts:
I = I1+I2. The first part of interference I1 is inflicted by the
active SBSs in any Tier-i, i ̸= n, which can be viewed as a
homogeneous PPP with the intensity of Pr(Ai)Siλs. Hencce,
we update Eq. (26) as follows

EI1 [exp (−zαδI1)] =

exp

−2π

N∑
i=1:i̸=n

Pr(Ai)Siλs
1

α
δ

2
αB

(
2

α
, 1− 2

α

)
z2

 .

(33)
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The second part of the interference I2 comes from the active
SBSs in Tier-n located in the area outside the circle with radius
z. We update Eq. (27) as follows

EI2 [exp (−zαδI2)] = exp (−Pr(An)

Snλsπz
2 2δ

α− 2
2F1

(
1, 1− 2

α
; 2− 2

α
;−δ

))
. (34)

Integrating (33) and (34) into (32) completes the proof. �

APPENDIX D
PROOF OF THEOREM 4

Note that, in the following proof, we simplify the notation
by introducing a , λu

λs
, C , C(δ, α) and A , A(δ, α).

Firstly, we investigate the optimization problem (17) for a
given indicator vector ε. Let us denote by N∗ the number of
ones in ε, and by {nj} the subscript of the ones in N∗. Then
we have a new optimization problem represented as

max
{Snj

}

N∗∑
j=1

QnjSnj

QnjaA +
∑

i:i̸=j QniaC + Snj

,

s.t.
N∗∑
j=1

Snj = 1,

Snj > 0, ∀j = 1, · · ·N∗.

(35)

If we neglect the constraint Snj > 0, the solution to
Problem (35) is presented in Lemma 1.

Lemma 1. Neglecting the constraint Snj > 0, the optimal
solution for problem (35) is given by

SOpt
nj

= ζ
√

QnjCξ −Q2
nj
(C −A)−

[
ξaC −Qnja(C −A)

]
,

(36)
where we have ζ , 1+N∗ξaC−ξa(C−A)∑N∗

i=1

√
Qni

ξC−Q2
ni

(C−A)
and ξ ,∑N∗

j=1 Qnj
.

Proof: Please refer to Appendix E.

From (36), we propose Lemma 2.

Lemma 2. Given the request probabilities of two file groups
cached, where Qni > Qnj , according to (36), we have SOpt

ni
>

SOpt
nj

.
Proof: Please refer to Appendix F.

Based on Lemma 2, we have SOpt
nj∗

= min {SOpt
nj

} where
nj∗ = argminnj{Qnj}. Hence, the constraint Snj > 0, ∀j =
1, · · ·N∗, is equivalent to Snj∗ > 0. In order to ensure that
SOpt
nj∗

> 0, based on (36), we have

a < anj∗ , anj∗ ,
ϑnj∗

(ϑnj∗ ξ −Qnj∗ )(C − A) + (1−N∗ϑnj∗ )ξC
,

(37)
where

ϑnj∗ ,

√
Qnj∗ ξC +Q2

nj∗
(A − C)∑N∗

i=1

√
QniξC +Q2

ni
(A − C)

. (38)

Hence, (36) only becomes the optimal solution of prob-
lem (35), when a meets the requirement (37).

Substituting the optimal solution in (36) into (35), we obtain
the maximum value of Pr(D) for the given indicator vector
ε, yielding,

DN∗ = ξ −
a
(∑N∗

j=1

√
Qnj Cξ +Q2

nj
(A − C)

)2
1 +N∗ξaC + ξa(A − C)

(39)

Secondly, we extend the problem (35) to problem (17).
Based on the analysis above, given the indicator vector ε1,
when a < aε1 in (37), we can obtain the maximum Pr(D)
denoted by Dε1 in (39). For ε2, if we have aε2 > aε1 , then
provided a < aε1 holds, we have a < aε2 . Thus, ε1 and ε2
are both reasonable for this optimization problem. Through
the comparison of Dε1 and Dε2 , we can find the right choice
between ε1 and ε2. Then obtain the optimal solution of {Sn}
in form of (36).

Using {Qn}, we can obtain the segmentation parameters for
a in (37). The smallest segmentation parameter is obtained,
when ε contains N ones, denoted by aN . When a < aN , i.e.,
λs is high enough, all file groups can be cached in SBSs. Then,
with the increase of a, i.e., the decrease of λs, some file groups
cannot be cached, where a reduced number of ones appear in
ε. Since we have Q1 > Q2 > · · · > QN , the unpopular file
groups will be discarded one by one. Accordingly, we can
obtain both εi as well as the segmentation parameter ai. As a
result, a piece-wise defined function regarding a is obtained,
so as the number of ones in ε is shown in (20). �

APPENDIX E
PROOF OF LEMMA1

Neglecting the constraint Snj > 0, it becomes plausible that
problem (35) is a concave maximization problem. Adopting
the Lagrange multiplier Λ, we have

Λ(S, λ) =

N∗∑
j=1

QnjSnj

QnjaA +
∑N∗

i=1:i̸=j QniaC + Snj

+λ

N∗∑
j=1

Snj − 1

 .

(40)

Using ξ ,
∑N∗

j=1 Qnj and ∂Λ
∂Snj

= 0, we have

QnjaCξ +Q2
nj
a(A − C)(

aCξ + a(A − C)Qnj + Snj

)2 + λ = 0, ∀nj . (41)

Since
∑N∗

j=1 Snj = 1, we have

SOpt
nj

=

ζ
√
Qnj

aCξ +Q2
nj
a(A − C)−

[
ξaC +Qnj

a(A − C)
]
,

(42)

where

ζ , 1 +N∗ξaC + ξa(A − C)∑N∗

i=1

√
QniξaC +Q2

ni
a(A − C)

. (43)

�
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APPENDIX F
PROOF OF LEMMA 2

Firstly, based on the optimal solution given in (36), we have

∂SOpt
nj

∂Qnj

= ζ

√
a

2

Cξ + 2Qnj
(A − C)√

Qnj Cξ +Q2
nj
(A − C)

+ a(C − A). (44)

Since C(α, δ) > A(α, δ) > 0, we have
∂SOpt

nj

∂Qnj
≥ 0 when

Qnj ≤ ξ
2

C
C−A . It means SOpt

nj
increases with the growth of

Qnj , when Qnj is no bigger than ξ
2

C
C−A .

1. Since Qnj ≤ ξ, if C
C−A ≥ 2, for all Qnj ,

∂SOpt
nj

∂Qnj
> 0, and

the proof completes.
2. For C

C−A < 2, we consider the following case. Since
C

C−A > 1, we have ξ
2

C
C−A > ξ

2 . Because
∑

j Qnj = ξ, among
the N∗ file groups cached, there is only one file group associ-
ated with Qnj > ξ

2
C

C−A . We denote the request probability of
this popular file by Q1 and its caching probability by SOpt

1 .
Since the request probabilities of other cached file groups must

be less than ξ
2

C
C−A , and

∂SOpt
nj

∂Qnj
> 0 when Qnj in this region,

the highest caching probability among these less popular file
groups occurs, when only two file groups are cached. That is,
the other file group with request probability Q2 = ξ − Q1.
Denoted by SOpt

2 its caching probability. We have

SOpt
1 − SOpt

2 = ζ
√
a

(√
Q1Cξ +Q2

1(A − C)

−
√
Q2Cξ +Q2

2(A − C)
)
+ (Q1 −Q2)a(C − A). (45)

Since Q1Cξ + Q2
1(A − C) − Q2Cξ − Q2

2(A − C) = (Q1 −
Q2)ξaA > 0, we have SOpt

1 − SOpt
2 > 0. Thus, for the

dominate file group, its caching probability also dominates.
Combining the two parts above, we complete the proof. �
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