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Abstract—Recently, link travel time distribution (LTTD) estimation has gained a lot of interest since the probabilistic model not only captures the dynamic features of link travel time but also provides abundant knowledge like the mean and variance which can be used as indicators to analyze link travel time reliability. However, existing methods still suffer from a number of problems: 1) most studies employ parametric models, e.g., Gaussian, which is only suitable in the limited traffic conditions like free flow or congestion. 2) many techniques heavily rely on the measurements detected on the roads. They cannot be applied to the whole road network since there is absence of observations in some roads due to the limited number of traffic detectors installed in the road network. In lieu of the aforementioned challenges, in the paper, we employ kernel density estimator (KDE) to model LTTD which is validated to be effective in any state of traffic condition. Further, motivated by the network tomography techniques, we propose an expectation maximization (EM) based algorithm to estimate model parameters only with end-to-end (E2E) measurements detected by traffic detectors at or near some road intersections. With 3.0e+07 GPS trajectories collected by the taxicabs in Xi’an, China, the experimental results show that the LTTD estimated by our proposed method are in excellent agreement with the empirical distributions, and better than its counterparts adopting Gaussian and log-normal models.

I. INTRODUCTION

Link travel time is a kind of intuitive and easily understood traffic parameter which can be used as an indicator to measure traffic state of each link in the road network. On one hand, accurate estimation of link travel time helps travelers to make decisions for departure time and travel route in order to minimize overall trip travel time. On the other hand, it benefits the transportation agencies by identifying key bottlenecks in a road network, thereby allowing proactive traffic control like dynamic traffic signal operation.

In the last several years, it has attracted great research interest in estimating link travel time distribution (LTTD) using probabilistic models [5], [9], [16] since link travel time is stochastic and varies frequently due to the heterogeneous and dynamic nature of traffic in the complex road conditions [8], [9], [18]. Particularly, advanced data collection technology makes great progress on the techniques of LTTD estimation. These data sources [7] includes global position system (GPS), Bluetooth device, loop detectors and traffic cameras [17], [8], [9]. However, existing work still has some major challenges that have to be addressed. More precisely, these challenges exist in the following aspects:

Model selection: The widely used probabilistic models are mainly parametric, having a fixed structure (the number of parameters is finite). They have nice properties and make the parameters (the mean and covariance) estimation and reliability analysis simpler. However, the shortcomings are also obvious, that is, a parametric model is usually feasible under a particular traffic condition, e.g., free flow or congestion. In this case, given a road network including thousands of links, the selection of probabilistic models becomes more intricate since the traffic conditions of the links may be different from each other and vary with the time of the day.

Practicability: Many techniques of LTTD estimation heavily rely on direct active or passive measurements detected on the links. Direct active measurements refer to that link travel time is calculated by the time difference that the vehicles pass through (near) two endpoints of the link. Passive measurements mean that link travel time is calculated using the link distance divided by the space mean speed. Unfortunately, all these methods are only available for the links with sufficient observed data. They cannot be applied to the whole road network since it is impractical and cost prohibitive to cover all the links with traffic detectors.

Computational resource: To estimate travel time distribution of links without traffic detectors, a common method is to infer the data of these links by means of geospatial, temporal and historical contexts learned from the data in spatial-temporally correlated links [14]. However, a lot of computing resource and time will be consumed for missing data estimation. Also, the spatial-temporal correlation between links varies with the time of the day and road topology, and are difficult to capture accurately.

In lieu of the aforementioned problems, in this paper, we propose a framework to estimate a non-parametric model of link travel time with limited traffic detectors. The main contributions are briefly summarized as follows:

- We employ kernel density estimator (KDE) to model LTTD, which is a non-parametric model that can capture the dynamics of LTTD in any state of traffic condition. Further, an expectation maximization (EM) based algorithm is proposed to estimate model parameters.
- To improve the practicability of the estimator and save computational resource, we employ network tomography techniques to estimate LTTD with the aid of end-
to-end (E2E) measurements collected at or near the road intersections. As there is no need to estimate missing data for the links without traffic detectors, the computational resource is much reduced.

- We validate the proposed method based on a data set including over $3.0\times10^7$ GPS trajectories collected by the taxicabs in Xi’an, China. The experimental results show that the LTTD estimated using our proposed model are in excellent agreement with empirical distribution, and have better performance than its counterparts adopting Gaussian and log-normal distributions.

The organization of the paper is as follows. In Section II, the related work is briefly introduced. In Section III, we describe our approaches including the principle of network tomography and model building. The EM based algorithm is illustrated in Section IV. After that, we explore the performance of the proposed methods in Section V. Finally, we draw the conclusion in Section VI.

II. RELATED WORK

In recent years, growing interest is motivating a shift toward estimating LTTD with different kinds of probabilistic models. In these models, Gaussian and log-normal are the most extensively researched. Particularly, Li et al. [6] suggested Gaussian was appropriate to model travel time in the presence of free flow, small time interval (e.g., 5 minutes), whereas log-normal was appropriate to model travel time in the presence of congestion, large time interval (half an hour). Other probabilistic models were also used to model link travel times such as Weibull distribution and Burr distribution [3]. Based on the analysis of real data, Hamdar et al. [4] found LTTD had a shorter right tail under free-flow conditions. Therefore, a hazard-based modeling approach was proposed with consideration of lane-changing behavior. Similarly, Moylan and Rashidi [8] constructed different hazard-based models of LTTD in the congested and non-congested state where different states were modeled by a latent-class-style approach.

The estimation of model parameters is based on the traffic data collected by different kinds of data detectors mentioned in Section I. A common weakness of these data detectors is that the collected traffic data has limited coverage, which leads to the fact that there are few or no observations in some links. To cope with this problem, techniques of missing data estimation have been used, but these techniques are mainly applied for mean travel time estimation. For instance, with GPS data, Wang et al. [14] and Tang et al. [11] applied a tensor to model link travel times as multi-linear manner geometric vectors. The tensor without GPS data was estimated based on the geospatial, temporal and historical contexts learned from the neighboring tensors. Unfortunately, these methods consumed a lot of computational resources. Another method is proposed by Zhang et al.’s [18] who estimated mean travel time with the data collected from limited number of traffic cameras. Note that this work also applied network tomography techniques. However, it could not be used for LTTD estimation since travel time was viewed as a deterministic variable, as opposed to a random variable. The limited coverage of traffic data is also considered in some research of travel time distribution estimation. A distinguished work was done by Prokhorchuk et al. [9] which developed a Gaussian copula graphical model. However, the travel time distribution estimated in this research was at the path level.

Network tomography uses the information derived from end-to-end (E2E) measurements to explore the internal characteristics of an Internet, e.g., the packet transmission delay. Specifically, a series of literature concentrates on the research of estimating link delay distribution, which is similar as LTTD estimation in the road network. However, these techniques cannot be directly used in our work since most of them are based on parametric models such as Gaussian or exponential distributions with the shortcomings discussed in Section I. Although bin size model, as a kind of non-parametric model [12], was used in the network tomography, it can vary wildly with the different configuration of bins, especially with a relatively small number of data. Therefore, in this paper, we use kernel density estimator (KDE) which provides similar distribution even with varying bandwidth and/or kernel type.

III. KDE BASED MODEL

The probability density function (PDF) of the kernel density estimator (KDE) is defined as:

$$p(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x_i - x}{h}\right),$$

(1)

where $x$ is the random variable, $n$ is the number of samples, $h > 0$ is called the smoothing bandwidth that controls the amount of smoothing, $x_i$ is the $i$-th sample, $K(x)$ is the kernel (function) that is generally a smooth and symmetric function. In this paper, we use the Gaussian kernel, which has been widely used in the literature. In particular, $K\left(\frac{x_i - x}{h}\right)$ follows the standard normal distribution of $N(0, 1)$.

We model a road network as a digraph. Specifically, we partition the road network into a set of links where each link is an one-way road segment bounded by two road intersections and there is no intersection within a link. Drawing from the graph theory, the digraph model is represented as $G = (V, E)$ where $V$ is the set of vertices and $E$ is the set of directed edges. Each vertex $V_i \in V$ represents an intersection. There exists an edge $e_{ij} \in E, e_{ij} = (V_i, V_j)$ if there is a link with traveling direction from $V_i$ to $V_j$. We name a vertex $V_i$ as a measurement point if there are observations detected by the traffic detectors like traffic cameras at $V_i$. Then $V = \{V_{\text{meas}}, V_{\text{unmeas}}\}$ where $V_{\text{meas}}$ is the set of measurement points and $V_{\text{unmeas}} = V \setminus V_{\text{meas}}$. Obviously, the travel time distribution on $e_{ij}$ can be estimated if both end points of $e_{ij}$, $V_i, V_j \in V_{\text{meas}}$. However, in real life, it is impractical to cover $V \setminus V_{\text{meas}}$ with traffic detectors. As a result, there is always a sequence of links between two measurement points. With the principle of graph theory, we
define a travel route between two intersections as a path, denoted by:

\[ r = \{e_1, e_2, \ldots, e_{dr}\}, \quad (2) \]

where \( dr \) is the number of links and the edges in \( r \) are all distinct from each other. Given a path \( r \) between \( V_i, V_j \in V_{\text{meas}} \), we can obtain the travel time on \( r \) with the observations at \( V_i \) and \( V_j \). For instance, a vehicle traveling from \( V_i \) to \( V_j \) through \( r \) is captured by the traffic cameras at \( V_i \) and \( V_j \) at time \( t_1 \) and \( t_2 \), then the travel time \( t = t_2 - t_1 \). In this paper, we also name \( t \) as an E2E measurement.

Consider the situation that the positions of the traffic data collected by some traffic detectors are not exactly located at the road intersections, but somewhere nearby, e.g., GPS data collected by the probe vehicles. We use a distance and time proportion method to estimate E2E measurements. More details will be illustrated in Section V. We use \( t \) to represent a random variable of travel time. The objective of our work is to estimate the distribution of \( t_{e_k} \), for \( \forall e_k \in E \) with the E2E measurements detected by the limited traffic detectors.

Travel time in the neighboring links is spatially and temporally correlated to a greater or lesser extent. For simplicity, in this paper, we assume the travel time of a vehicle on different links is spatially independent. Furthermore, we assume that the travel time of different vehicles on the same link is also independent. Ignoring dependencies has a lot of benefits on the assumptions. For instance, in [14], to simply the objective function of path travel time estimation, Wang et al. assumed the travel time on different links are independent. Based on the above analysis, we are now ready to derive the estimates of LTTD.

We model the distribution of \( t_{e_k} \) with KDE as follows:

\[ p(t_{e_k}|\Theta_{e_k}) = \frac{1}{n_{e_k}h_{e_k}} \sum_{i=1}^{n_{e_k}} N(t_{e_k}|\mu_{e_k,i}, h_{e_k}^2), \quad (3) \]

where \( \Theta_{e_k} = \{n_{e_k}, h_{e_k}, \mu_{e_k,i}\} \) is the set of parameters characterizing the KDE. More precisely, \( n_{e_k} \) is the number of vehicles traveling through \( e_k \) during a given time interval (e.g., 8:00am-8:30am), \( h_{e_k} \) is the bandwidth and \( \mu_{e_k,i} = \{u_{e_k,i}|i = 1, 2, \ldots, n_{e_k}\} \) where \( u_{e_k,i} \in \mu_{e_k} \) is the travel time when the \( i \)-th vehicle traverses \( e_k \). As \( t_r = \sum_{k=1}^{d_r} t_{e_k} \), the distribution of \( t_r \) conditioned on \( \Theta_{e_k} \) can be parameterized as follows:

\[ p(t_r|\Theta_r) = p(t_{e_1} | \Theta_{e_1}) \cdots p(t_{e_{dr}} | \Theta_{e_{dr}}), \quad (4) \]

where * represents the convolution operation and \( \Theta_r = \{\Theta_{e_k}|k \in d_r\} \).

In the network tomography, the transmission route of a packet is always known. However, in our work, the path \( r \) where an E2E measurement is collected is usually unknown because of the following two reasons: i) the limited number of traffic detectors makes the travel route unobservant, and ii) there may be multiple paths between two measurement points. We use \( R = \{r_1, r_2, \ldots, r_{|R|}\} \) to denote the alternative paths between two measurement points where \( | \cdot | \) is the carnality of a set. Given an E2E measurement \( t \), we introduce a binary variable \( p_t[t_j, r_j \in R \wedge t] = 1 \) if \( t \) is collected from \( r_j \), \( r_j \subseteq R \) and \( p_t[t_j, r_j = 0 \wedge t] \) otherwise. Obviously, \( \sum_{r_j \in R} p_t[t_j, r_j] = 1 \) since an E2E measurement is collected only from a unique route. We use \( P_t[R] = \{p_t[t_1, p_t[t_2, \ldots, p_t[t_{|R|}]\} \) to represent the set of binary variables for \( t \) based on routes \( R \), so that the probability of \( t \) conditioned on \( P_t[R] \) and \( \Theta_R \) is modeled by:

\[ p(t|P_t[R], \Theta_R) = \prod_{r_j \in R} p(t_j | \Theta_{e_{r_j}})^{p_t[t_j]}, \quad (5) \]

where \( \Theta_R = \{\cup \Theta_{e_k}|r_j \subseteq R\} \). Given the set of E2E measurements between two measurement points in a time interval, \( T \), we define \( P_{t[R]} = \bigcup_{t \in T} P_t[R] \), then the log-likelihood of \( T \) is formulated as:

\[ L(T|P_{t[R]}, \Theta_R) = \sum_{t \in T} \ln p(t|P_t[R], \Theta_R). \quad (6) \]

In a road network, supposing that we have \( M \) pairs of measurement points, then we use \( T = \{t \in T_m|n \in M\} \) to denote the set of all E2E measurements over the whole study site. The log-likelihood of \( T \) is formulated as:

\[ L(T|P_{t[R]}, \Theta_R) = \sum_{m \in M} L(T_m|P_{t_m}[R_m], \Theta_{R_m}). \quad (7) \]

where \( R = \{R_m|m \in M\} \) is the set of paths with measured data in the road network, \( P_{t[R]} = \bigcup_{t \in T} P_t[R] \) and \( \Theta_R = \bigcup_{m \in M} \Theta_{R_m}. \) By substituting (4) and (6) into (7), we obtain

\[ L(T|P_{t[R]}, \Theta_R) = \sum_{m \in M} \sum_{t \in T_m} \sum_{r_j \in R} p_t[t_j|\ln p(t_j|\Theta_{e_{r_j}}). \quad (8) \]

To simplify (8), we introduce \( R = \bigcup_{m \in M} R_m. \) Moreover, we define \( P_{t[R]} = \{p_t[t_j|t \in T, r_j \subseteq R]\} \) where \( p_t[t_j] = 1 \) if and only if \( t \) is collected on route \( r_j \) and otherwise, \( p_t[r_j] = 0. \) Obviously, the significance of \( R \) and \( P_{t[R]} \) are similar as \( R \) and \( P_{t[R]} \). Meanwhile, we introduce \( \Theta_R = \bigcup_{\Theta_{e_k}|r_j \subseteq R}. \) As both \( R \) and \( \Theta_R \) should cover all the edges in \( G \), we have \( \Theta_R = \Theta_R = \{\cup \Theta_{e_k}|e_k \in E\}. \) In this case, (8) can be rewritten as

\[ L(T|P_{t[R]}, \Theta_R) = \sum_{t \in T_r} \sum_{r_j \in R} p_t[t_j|\ln p(t_j|\Theta_{e_{r_j}}). \quad (9) \]

The parameters of KDE, \( \Theta_R, \) heavily rely on \( R \) and \( P_{t[R]} \), which has a close relationship with the placement of traffic detectors and the road topology. In this paper, we estimate \( R \) and \( P_{t[R]} \) based on Google Map and the method proposed by Zhang et al. [18]. To simply the problem, we only consider one path with the shortest length between two intersections. It can be easily extended to the case of multiple possible paths between two intersections. The difference only relies on the increment of the computational complexity. The estimation procedure is described as follows:
Step 1: Obtain the candidate paths between any pair of intersections using Google Map Javascript API. After that, we get the routing matrix \( W \).

Step 2: Calculate the bases of the routing matrix \( W \), denoted by \( \mathbf{B}_W \), where each basis \( \mathbf{B}_W \in \mathbf{B}_W \) is defined as a maximal subset of independently paths.

Step 3: Define \( \mathbb{R}_{B_W} \) as the set of paths in \( \mathbf{B}_W \). Meanwhile, assign a weight to each road intersection with the significance of being the cost for deploying the traffic detectors. By deploying the traffic detectors at both ends of each path in \( \mathbb{R}_{B_W} \), the costs of traffic detectors deployment for \( \forall \mathbf{B}_W \in \mathbf{B}_W \) can be calculated. The basis with the minimal cost, denoted by \( B_{opt} \in \mathbf{B}_W \), is selected and then \( \mathbb{R} = \mathbb{R}_{B_{opt}} \).

Step 4: As there is only one path between two intersections, \( P_{\mathbf{T}|\mathbf{R}} \) is known with the estimated \( \mathbb{R} \).

With above algorithm, the paths in \( \mathbb{R} \) cover all the links \( E \) in the road network \( G \). Thus, we can estimate travel time distribution of all the links from the E2E measurements detected by the traffic detectors deployed at the ends of each path in \( \mathbb{R} \). However, this deployment strategy of traffic detectors is not the optimal one since we can further reduce the number of traffic detectors with a little sacrifice of estimation accuracy. Therefore, the trade-off between the estimation accuracy and the number of deployed traffic detectors is the problem that has its own merit and warrants a separate study. It will be researched in our future work. In next section, we will introduce the approach to estimating \( \Theta_{\mathbb{R}} \) with \( \mathbb{R} \) and \( P_{\mathbf{T}|\mathbf{R}} \).

IV. EM BASED ALGORITHM

Recall (3), \( \forall \Theta_{\mathbb{R}} \subseteq \Theta_{\mathbb{R}} \) has the parameters \{\( n_{e_k}, h_{e_k}, \mu_{e_k} \)\}. \( n_{e_k} \) is related to the number of data collected on the paths that cover \( e_k \). We define a \( |\mathbb{R}| \) dimensional vector \( P_{\mathbb{T}|\mathbb{R}} = (p_{t|\mathbb{R}}, r_j \subseteq \mathbb{R}) \). Then, \( n_{e_k} \) can be estimated by

\[
n_{e_k} = \sum_{t \in \mathbb{T}} P_{\mathbf{T}|\mathbf{R}} \cdot W^k, \tag{10}
\]

where \( W^k \) is the \( k \)-th column of \( W \).

In order to estimate \( h_{e_k} \) and \( \mu_{e_k} \), we first simplify the representation of (3) based on: 1) the associative property of convolution, that is, \( f_1(x) * (f_2(x) + f_3(x)) = f_1(x) * f_2(x) + f_1(x) * f_3(x) \), and 2) the property that the convolution of two Gaussian distributions, i.e. \( \mathcal{N} \left( \mu_1, \sigma_1^2 \right) * \mathcal{N} \left( \mu_2, \sigma_2^2 \right) \), is also a Gaussian distribution: \( \mathcal{N} \left( \mu_1 + \mu_2, \sigma_1^2 + \sigma_2^2 \right) \). With these two properties, (4) can be rewritten as

\[
p(t_r|\Theta_r) = \left( \prod_{k=1}^{d_e} \frac{1}{n_{e_k} h_{e_k}} \right) \sum_{z_e} \mathcal{N}(t_r|\mu_{r,z}, h_r^2), \tag{11}
\]

where \( Z_e = \prod_{k=1}^{d_e} n_{e_k}, \mu_{r,z} = \sum_{k=1}^{d_e} u_{e_k,i}, \forall i \in n_{e_k} \) and \( h_r^2 = \sum_{k=1}^{d_e} h_{e_k}^2 \).

Given the natural logarithm of \( p(t_r|\Theta_r) \):

\[
\ln p(t_r|\Theta_r) = \sum_{k=1}^{d_e} \ln \frac{1}{n_{e_k} h_{e_k}} + \ln \sum_{z_e} \mathcal{N}(t_r|\mu_{r,z}, h_r^2), \tag{12}
\]

we obtain \( \mathcal{L}(T|P_{\mathbf{T}|\mathbf{R}}, \Theta_{\mathbb{R}}) \) as follows:

\[
\mathcal{L}(T|P_{\mathbf{T}|\mathbf{R}}, \Theta_{\mathbb{R}}) = \sum_{t \in \mathbb{T}} \sum_{k=1}^{d_e} \ln \frac{1}{n_{e_k} h_{e_k}} + \mathcal{L}(T|\Theta_{\mathbb{R}}), \tag{13}
\]

where \( T = \{ t|t \in \mathbb{T}, p_{t|\mathbb{R}} = 1 \} \).

Algorithm 1 EM algorithm

\begin{itemize}
  \item **Initialization:** \( \Theta_{\mathbb{R}}^{(0)} \)
  \item 1 for \( q \in 1, 2, \ldots \)
  \item **E-step:**
  \item 2 \( \gamma_{rj}^{(q)}(y_z) \): Being updated using (16) with \( \Theta_{\mathbb{R}}^{(q-1)} \)
  \item **M-step:**
  \item 3 for each \( \mu_{e_k}^{(q)} \) in \( \Theta_{\mathbb{R}}^{(q)} \subseteq \Theta_{\mathbb{R}}^{(q)} \) and \( h_{e_k}^{(q)} \in E \)
  \item 4 \( \sum_{z_e} \mathcal{N}(t_r|\mu_{r,z}, h_r^2) \)
  \item 5 \( (h_r^2)^2 \)
  \item \( \gamma_{rj}^{(q)}(y_z) = \mathcal{N}(t_r|\mu_{r,z}, h_r^2) \)
  \item 6 endfor
  \item **Terminal:**
  \item 7 if \( \Theta_{\mathbb{R}}^{(q)} \) converges to a local optimum
  \item 8 return \( \Theta_{\mathbb{R}}^{(q)} \)
  \item 9 endif
  \item 10 endfor
\end{itemize}

From (13), we can observe that the parameters \( \Theta_{\mathbb{R}} \) are only included in \( \mathcal{L}(T|\Theta_{\mathbb{R}}) \). Thus, setting the derivative of \( \mathcal{L}(T|P_{\mathbf{T}|\mathbb{R}}, \Theta_{\mathbb{R}}) \) with respect to \( \Theta_{\mathbb{R}} \) to zero, we have

\[
\frac{d\mathcal{L}(T|P_{\mathbf{T}|\mathbb{R}}, \Theta_{\mathbb{R}})}{d\Theta_{\mathbb{R}}} = \frac{d\mathcal{L}(T|\Theta_{\mathbb{R}})}{d\Theta_{\mathbb{R}}} = 0. \tag{14}
\]

Unfortunately, there is no closed form solution for (14) due to the logarithm of cumulative Gaussian distribution. As a result, the Maximum Likelihood (ML) method does not work here. To address this problem, we employ the EM algorithm to estimate \( \Theta_{\mathbb{R}} \) (Algorithm 1) based on the following assumption:

**Assumption 1:** The \( h_{e_k}^2 \) of the KDE models for the travel time in \( \forall e_k \in E \) are same.

To begin with, we introduce the latent variables. For \( \forall r_j \subseteq \mathbb{R} \), we define \( Z_{r_j} \)-dimensional latent variables as \( y_{r_j} \) in which \( \forall y_{r_j} \in y_{r_j} \), satisfies \( y_{r_j} \in \{0, 1\} \) and \( \sum_{y_{r_j} \in y_{r_j}} y_{r_j} = 1 \). Given the definition that the marginal distribution over \( y_{r_j} \) is \( p(y_{r_j} = 1) = Z_{r_j}^{-1} \), we formulate the distribution of \( y_{r_j} \) as \( p(y_{r_j}) = \prod_{y_{r_j} \in y_{r_j}} Z_{r_j}^{-1} \). We also define the conditional distribution of an E2E measurement \( t_r \) as a Gaussian distribution with \( p(t_r|y_{r_j} = 1) = \mathcal{N}(t_r|\mu_{r,z}, h_r^2) \). The joint distribution of \( t_r \) is given by:

\[
p(t_r) = \sum_{y_{r_j}} p(y_{r_j})p(t_r|y_{r_j}) \]

\[
= \bigl\{ Z_{r_j}^{-1} \sum_{y_{r_j}} \mathcal{N}(t_r|\mu_{r,z}, h_r^2) \bigr\} \tag{15}
\]

We define \( \gamma_{rj}^{(q)}(y_z) \equiv p(y_z = 1|t_r) \), which can be calculated based on Bayes theorem:
\[ \gamma_{rj}(yz) = p(yz = 1)p(trj|yz = 1) \]

\[ = p(trj) \]

\[ = N(trj|\mu_{rj,z},h^2_{rj}) \sum_{z \in Z_{rj}} N(trj|\mu_{rj,z},h^2_{rj}) \]  \hspace{1cm} (16) \]

In Algorithm 1, \( \Theta_R^{(0)} \) are the initial values of \( \Theta_R \). In line 4, \( R_{ek} = \{r_j|e_k \in r_j, r_j \subseteq \mathbb{R}\}, Z_{rj}(u_{ek,i}) \triangleq \{z|z \in \mathbb{Z}_{rj}, u_{ek,i} \subseteq u_{rj,z}\} \) and \( N_{rj} \) is

\[ N_{rj} = \sum_{r_j \subseteq R_{ek}} \sum_{r_j \in Z_{rj}(\mu_{ek,i})} \gamma_{rj}(yz). \]  \hspace{1cm} (17) \]

As the performance of the EM algorithm heavily relies on \( \Theta_R^{(0)} \), we use the initialization strategy given in [1]. Convergence is achieved when the number and the positions of GPS data reported by this link is calculated in two different ways, which depend on the number and the positions of GPS data reported by this taxi: 1) Only one GPS data record reported by a vehicle in a link. The travel time is the link length divided by the space mean speed inferred from the instantaneous speed recorded by the GPS using the method in [2]. 2) Multiple GPS data records reported by a vehicle on a link. These GPS data might not exactly reside at the endpoints of the link. To counter this effect, we apply the method, namely distance and time proportion proposed by Sanaullah et al.’s [10]. We use the method to evaluate the E2E measurements.

\[ \frac{\tau}{\tau^{(1)}} \]  \hspace{1cm} (18) \]

In (18), \( p_{opt} \) represents the LTLD with Opt-KDE, and \( p_{es} \) is LTLD with our proposed model and the counterparts including Gaussian, log-normal, GMM (Gaussian mixture model) and hazard based model. In particular, the GMM has three components of Gaussian, formulated by \( \sum_{i=1}^{3} \phi_{i} N(\mu_{i}, \Sigma_{i}) \). The hazard based model was proposed by Emily and Taha in [8]. It provides a good performance in estimating LTLD by considering such factors as travel speed, weather, traffic condition, etc. As we do not have the data like the weather, we cannot re-build the model as the one in [8], which considered numerous factors that potentially affect the variation of travel times. In our paper, we only use the traffic speed and traffic condition to set up the hazard based model. To evaluate the performance of the estimated results over the whole study site, we calculate the average KL divergence by \( \sum_{e_k \in E} D_{KL}(P_{opt}||P_{es})/|E| \). Due to page limit, we only present the estimated results in six representative time intervals listed in Table I, including the traffic states of free flow and congestion. The study site (number of links and number of intersections) in each time interval are presented in the third and fourth column where each link has enough observations. After estimating \( R \), Table

### TABLE I
**The number of links and travel states in each time interval**

<table>
<thead>
<tr>
<th>Time intervals</th>
<th>Travel state</th>
<th>No. of links</th>
<th>No. of intersections</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tau_{17} )</td>
<td>8:00am-8:30am</td>
<td>Congestion</td>
<td>4934</td>
</tr>
<tr>
<td>( \tau_{19} )</td>
<td>9:00am-9:30am</td>
<td>Congestion</td>
<td>5271</td>
</tr>
<tr>
<td>( \tau_{23} )</td>
<td>11:00am-11:30am</td>
<td>Free flow</td>
<td>5178</td>
</tr>
<tr>
<td>( \tau_{31} )</td>
<td>15:00pm-15:30pm</td>
<td>Free flow</td>
<td>5023</td>
</tr>
<tr>
<td>( \tau_{35} )</td>
<td>17:00pm-17:30pm</td>
<td>Congestion</td>
<td>5201</td>
</tr>
<tr>
<td>( \tau_{41} )</td>
<td>20:00pm-20:30pm</td>
<td>Free flow</td>
<td>4885</td>
</tr>
</tbody>
</table>

We divide a day into 48 equal time intervals, denoted by \( \{\tau_i| i = 1, 2, \ldots, 48\} \) where \( \tau_i \) represents half an hour, e.g., the time interval between 8:00am-8:30am. After that, we set up the model in each \( \tau_i \) and implement the LTLD estimation in Java and Matlab. We use the following two ground truths to validate the accuracy of our estimation: 1) Opt-KDE: the travel time distributions estimated by the KDE with the optimal bandwidth. As discussed in Section III, Opt-KDE can fit the distribution of empirical data better than any other models. Thus, we compare the results of our proposed method with Opt-KDE to validate estimation accuracy; 2) Empirical CDF: the CDF of empirical data. With the KS test defined in Section III, we can observe whether the estimated probability distribution is accepted or not. To assess the deviation between an estimated LTLD and the ground truth (Opt-KDE) in a link, we use the metric named Kullback Leibler (KL) divergence, which is defined as follows:

\[ D_{KL}(P_{opt}||P_{es}) = \sum_{t \in T_{ek}} p_{cm}(t) \ln \frac{p_{cm}(t)}{p_{es}(t)}, e_k \in E. \]  \hspace{1cm} (18) \]
TABLE IV
THE KS TEST BASED ON DIFFERENT PROBABILISTIC MODELS WITH SIGNIFICANCE LEVEL α = 0.01.

<table>
<thead>
<tr>
<th>Dem,es</th>
<th>τ17</th>
<th>τ19</th>
<th>τ23</th>
<th>τ31</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt-KDE</td>
<td>0.027</td>
<td>0.033</td>
<td>0.021</td>
<td>0.029</td>
<td>0.045</td>
</tr>
<tr>
<td>KDE-E2E</td>
<td>0.042</td>
<td>0.059</td>
<td>0.037</td>
<td>0.045</td>
<td>0.064</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.231 (reject)</td>
<td>0.189 (reject)</td>
<td>0.204 (reject)</td>
<td>0.176 (reject)</td>
<td>0.271 (reject)</td>
</tr>
<tr>
<td>log-normal</td>
<td>0.117</td>
<td>0.134 (reject)</td>
<td>0.802</td>
<td>0.095</td>
<td>0.131 (reject)</td>
</tr>
<tr>
<td>GMM</td>
<td>0.051</td>
<td>0.046</td>
<td>0.043</td>
<td>0.055</td>
<td>0.088</td>
</tr>
<tr>
<td>Hazard</td>
<td>0.109</td>
<td>0.087</td>
<td>0.091</td>
<td>0.103</td>
<td>0.082</td>
</tr>
</tbody>
</table>

Table IV presents the results of the KS test implemented on a randomly selected link. Clearly, our proposed model is consistent with the result in Table III. From Table III, we can observe that the performance of our proposed method, namely KDE-E2E, is always better than Gaussian, log-normal and hazard based model in each time interval, but a little worse than GMM in τ17 and τ31. This can be explained by the fact that GMM has a similar structure with Opt-KDE. However, GMM, together with other counterparts are feasible based on the assumption that there should be observed data in each link. It is difficult to estimate their parameters once there are no observations.

Table IV presents the results of the KS test implemented on a randomly selected link. Clearly, our proposed model is accepted at each time interval. Compared to KDE-E2E and GMM, we can find that $D_{em,es}$ of GMM in τ19 is smaller than $D_{em,es}$ obtained from our proposed model. This result is consistent with the result in Table III.

VI. CONCLUSION

Motivated by the network tomography, in this paper, we proposed a KDE based method to estimate LTTD over the whole road network. As the method only needs the E2E measurements detected by the traffic data collected at or near both ends of the path, only a limited number of traffic detectors are necessary. With the real data, the proposed method has better performance than the widely used parametric models, e.g., Gaussian and log-normal in both traffic states of free flow and congestion. From Algorithm 1, we can observe that the complexity of the EM based algorithm depends on the number of parameters in the KDE, which has a close relationship with the number of E2E measurements. In our future work, we aim to come up with a sampling algorithm to control the number of available E2E measurements in order to improve the efficiency of the EM based algorithm.
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