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AbstrAct
Sixth-generation (6G) space-air-ground inte-

grated vehicular networks (SAGIVNs) are expect-
ed to provide customized edge computing 
services for moving vehicles (MVs). In this article, 
by integrating 6G SAGIVNs and edge computing, 
we propose a secure and personalized vehicu-
lar edge computing framework in 6G to satisfy 
the diversified requirements of MVs. In the frame-
work, we first develop a collaborative edge com-
puting mechanism, where each 6G infrastructure 
(e.g., satellite, drone, and base station) cooperates 
with parked vehicles to provide services for MVs 
in order to improve the efficiency of the edge 
computing services. Then, considering the securi-
ty issues, a smart-contract-based secure collabora-
tion mechanism is designed to establish a reliable 
transaction environment for edge computing 
in 6G. Next, based on the personalized service 
requirements of MVs and the available resources 
in 6G SAGIVNs, the resource allocation strategy 
of each infrastructure and the competitiveness of 
different infrastructures are discussed to provide 
MVs with the optimal personalized service. After 
that, compared with the conventional schemes, 
a case is studied to evaluate the effectiveness of 
the proposed framework. Finally, we outline open 
research topics to identify future research oppor-
tunities and directions.

IntroductIon
Sixth-generation (6G) wireless networks are 
expected to realize global coverage by devel-
oping space-air-ground integrated networks 
(SAGINs) [1]. SAGINs, which have received 
worldwide attention, mainly refer to the combi-
nation of space-based networks (i.e., satellites), 
air-based networks (i.e., aircraft and drones), and 
ground-based networks (i.e., cellular base stations 
(CBSs) and roadside units (RSUs)) [2]. Featured 
by network heterogeneity, the SAGINs can be 
designed to form 6G space-air-ground vehicular 
networks (SAGIVNs) with the target of breaking 
through the bottleneck of traditional vehicular net-
works (VNETs). As shown in Fig. 1, 6G SAGIVNs 
can be integrated with edge computing devices 
(ECDs) to provide various vehicular applications 
for moving vehicles (MVs) [3].

Unlike conventional VNETs, vehicular edge 
computing in 6G SAGIVNs has the following 
advantages.

Increase Computing Resources: In 6G 
SAGIVNs, the available computing resources in 
the networks increase with the number of ECDs 

deployed at the infrastructures. Therefore, the 
amount of resources in 6G SAGIVNs is much 
larger than that in conventional VNETs.

Support Ubiquitous Computing: 6G SAGIVNs 
have global communication coverage. Conse-
quently, the heterogeneity of 6G SAGIVNs can 
be exploited to enhance the communication cov-
erage and provide ubiquitous computing services 
for MVs.

Provide Flexible Services: ECDs deployed at 
different types of infrastructures have different 
performances in terms of transmission and com-
puting. Therefore, each MV can select the optimal 
network to offload the computing service, where 
the flexibility of the computing services can be 
enhanced.

Although MVs can benefit from integrating 6G 
SAGIVNs and edge computing, vehicular com-
puting services are still restricted by the following 
challenges.

Limited Computing Resources: 6G SAGIVNs 
can improve the efficiency of data transmission 
and task computing. However, the limited ability 
(e.g., communication coverage and computing 
resources) of some infrastructures (e.g., drones, 
CBSs and RSUs) makes it difficult to meet the 
needs of computing services. Namely, ECDs do 
not have sufficient transmission and computation 
resources to support the rapid growth of compu-
tationally demanding services [4].

Insecure Network Environment: In 6G 
SAGIVNs, the number of nodes participating 
in computing services will increase significantly. 
However, nodes such as ECDs and MVs are not 
completely trustworthy [5]. Consequently, the 
efficiency of the task computing services may be 
significantly reduced. Therefore, in 6G SAGIVNs, 
how to design a mechanism to securely provide 
services becomes a challenge.

Insufficient Personalized Services: In 6G 
SAGIVNs, MVs usually have various quality of 
experience (QoE) requirements for services. How-
ever, existing studies rarely consider the individual 
requirements that directly affect the QoE of MVs. 
Furthermore, in conventional networks, each ECD 
usually adopts a single mode to provide services 
for MVs, which ignores the personalized demands 
of MVs for different computing tasks. In contrast, 
the ECDs in 6G SAGIVNs show different capa-
bilities in both transmission and computation [6]. 
Faced with the limited resources and personal-
ized requirements, it is a challenge for each ECD 
to determine the customized service strategy 
(CSS) to efficiently complete the task. According 
to the CSSs provided by the 6G SAGIVNs, the 
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MV needs to select an ECD to obtain the highest 
QoE. Therefore, how to consider the competition 
between the ECDs and select the optimal ECD to 
execute the requested task becomes a challenge.

To this end, in this article, we propose a 
secure and personalized vehicular edge comput-
ing framework in 6G SAGIVNs. In the proposed 
framework, each 6G infrastructure can exploit 
the available computing resources of the parked 
vehicles (PVs) to collaboratively provide personal-
ized computing services for MVs. Then, in view of 
the security issues, smart contracts are designed 
to establish a reliable transaction environment to 
protect collaborative computing services. After 
that, by jointly considering the personalized 
requirements of MVs and the available resources 
in the 6G SAGIVNs, we respectively discuss the 
resource allocation strategy of each ECD and the 
competitiveness of diff erent ECDs to provide MVs 
with the optimal personalized service. Finally, a 
case is studied to evaluate the eff ectiveness of the 
proposed framework. The main contributions of 
this article are outlined as follows:
•  We design a collaborative edge computing 

mechanism (CECM) to help each 6G infrastruc-
ture cooperate with PVs parked in its coverage 
and provide personalized services for MVs. 
With this mechanism, the available resources in 
the networks can be increased and the fl exibility 
of computing services can be enhanced.

•  We propose a smart-contract-based secure 
collaboration mechanism (SSCM) to deal with 
security issues in the networks. By using the 
SSCM, a reliable transaction environment can 
be established for supporting personalized 
vehicular edge computing in 6G SAGIVNs.

•  We analyze the personalized service require-
ments of MVs, the resource allocation strat-
egy of each ECD and the competitiveness 
among different ECDs in 6G SAGIVNs, 
respectively. Based on a case study, the CSS 
of each ECD is determined to optimally allo-
cate resources for providing MVs with per-
sonalized computing services.

PErsonAlIzEd VEHIculAr 
EdgE comPutIng frAmEwork In 6g sAgIVns

In this section, we fi rst design the CECM and the 
SSCM in 6G SAGIVNs. After that, we discuss the 
CSS of each ECD and the competition among dif-
ferent ECDs to decide the optimal CSS for MVs. 

collAborAtIVE EdgE comPutIng mEcHAnIsm
In this subsection, we design a cooperation mech-
anism that integrates ECDs and a large number of 
PVs. As studied in [7], the parking time of vehicles 
is about 95 percent. Therefore, PVs show great 
potential to support computationally intensive 
applications [8]. Thus, we model 6G SAGIVNs by 
the following components.

Infrastructures: The network infrastructures 
consist of satellites, drones, CBSs, RSUs, and so on. 
In the coverage of each infrastructure, there are a 
large number of PVs and MVs. Therefore, the ECD 
deployed at an infrastructure can share  data with 
the PVs and MVs to provide computing services.

ECDs: ECDs aim to provide computing ser-
vices for MVs at the edge of the 6G SAGIVNs. 
Generally, ECDs have diff erent computing capa-

bilities (e.g., idle computing resources and cost 
per unit resource). Consequently, MVs can send 
computing requests to different ECDs to maxi-
mize their QoE.

MVs: For an MV, it is usually covered by more 
than one ECD in 6G SAGIVNs. Therefore, with an 
onboard unit (OBU), the MV can make connec-
tions with these ECDs to request services based 
on its requirements [9].

PVs: The PVs in 6G SAGIVNs can be exploited 
to execute tasks. The reward per unit resource 
declared by each PV is related to its idle comput-
ing resources. In general, the PV that has more 
idle resources typically declares a higher reward 
to join the computing process.

With this network architecture, as shown in Fig. 
2, the designed CECM in 6G SAGIVNs includes 
the following steps: 
• Each ECD collects the information of the 

available resources and reward per unit 
resource of the PVs within its communica-
tion coverage. 

• The MV determines its QoE requirements.
• The MV delivers its task computing request 

to all connected ECDs. 
• Each ECD determines the CSS by jointly con-

sidering the task requirements and the avail-
able computing resources of both the ECD 
and the PVs managed by the ECD. 

• If the CSS can satisfy the requirements of the 
MV, the ECD delivers the determined CSS to 
the MV. 

• The MV collects all the CSSs provided by the 
6G SAGIVNs and selects the optimal one. 

• Based on the determined CSS, the selected 
ECD executes the requested computing task 
with a number of PVs collaboratively.

• After the allocated subtasks are completed, 
the results of these subtasks will be collected 
by the ECD to output the fi nal result. 

• The ECD delivers the task result to the MV.

FIGURE 1. The system model of the 6G SAGIVNs.
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With the designed CECM, PVs and different 
ECDs can be integrated to form distributed 
computing resource pools, where the avail-
able computing resources can be increased 
and the efficiency of computing services in 
the networks can be improved. On the other 
hand, each ECD can collaborate with a differ-
ent number of PVs within its communication 
coverage. In this way, the diversified modes of 
computing services can be provided by each 
ECD for MVs.

smArt-contrAct-bAsEd sEcurE collAborAtIon mEcHAnIsm
In this subsection, we design the SSCM to address 
the security issues.

Step 1–Entity Registration: In 6G SAGIVNs, 
each entity needs to register to the certification 
authority (CA) [10]. The CA is in charge of the 
issuance and withdrawal of digital certificates 
(DCs) of the entities. If the submitted material 
of an entity is valid, it then becomes a legitimate 
node and can obtain the public key, the private 
key, the DC, and the wallet address (WA).

Step 2–Contract Deployment: The traditional 
transaction mechanism is susceptible to various 
malicious behaviors, reducing the reliability and 
stability of the system. To this end, two types of 
smart contracts are deployed in the proposed 
framework.

Contract Signed by the ECD and the PVs: As 
shown in Fig. 3a, a vehicle that parks in the com-
munication coverage of an ECD can sign a con-
tract with the ECD to earn rewards. The contract 
includes the following parts: 
• Idle computing resources of the PV
• Reward per unit resource of the PV
• DCs and WAs of the PV and the ECD
• Signatures signed by the ECD and the PV. 
After deploying the contract in the blockchain net-
works, the vehicle then becomes a PV. Namely, it 
is managed by the ECD to collaboratively provide 
resources for completing computing tasks. This 
contract is triggered when the new block related 

to the transactions between the ECD and the PVs 
is added to the blockchain.

Optimal ECD Selected to Sign the Contract:
According to the personalized requirements, the 
MV which intends to offload its computing task 
can generate a request. The ECDs receiving the 
message verify the MV’s DC and signature. If the 
message is valid, each ECD then makes the CSS 
and delivers the response message to the MV. 
The MV collects the response messages delivered 
by the ECDs and verifi es their DCs. For the legal 
ECDs, the MV will select the ECD which provides 
the optimal CSS to execute the task.

Contract Signed by the ECD and the MV:
After selecting the optimal ECD to execute the 
task, the MV then signs a smart contract with the 
ECD. Furthermore, the input data of the task will 
be delivered from the MV to the ECD. This con-
tract takes eff ect when the selected ECD uploads 
the task result to the blockchain networks and the 
new block related to this transaction is added to 
the blockchain.

Step 3–Contract Execution:
Contract Executed by the PVs: After the con-

tract is deployed, the ECD starts to execute the 
task by following the decided CSS. Specifically, 
based on the CSS, the task will be executed by 
the ECD individually if all the resources are pro-
vided by the ECD. In contrast, if the CSS indicates 
that the task will be completed by the ECD and a 
number of PVs collaboratively, the ECD then allo-
cates the subtasks based on the CSS. As shown in 
Fig. 3b, the message which indicates the number 
of subtasks allocated to each PV will be written 
to the contract signed by the ECD and the PVs. 
Accordingly, the ECD transmits the input data of 
the allocated subtasks to the PVs. Similar to [11], 
the Byzantine fault tolerance (BFT) consensus 
mechanism is used to complete the verification 
of the transactions, where the legal ECDs serve 
as the nodes to complete the consensus process. 
After finishing the consensus and updating the 
contract, the PVs then start to execute the allo-
cated subtasks. If a PV completes the subtasks, it 
signs the result message and encrypts it using the 
public key of the ECD. Furthermore, the encrypt-
ed result will be written to the blockchain net-
works.

Rewards Paid to the PVs: If the submitted 
results are verifi ed, the smart contract will be exe-
cuted automatically to transfer the rewards from 
the ECD’s WA to the PV’s WA.

Contract Executed by the ECD: If the number 
of subtasks allocated to the ECD is larger than 
0, the ECD needs to cooperate with the select-
ed PVs to complete the task. In contrast, if the 
number of subtasks allocated to the ECD is equal 
to 0, the ECD only needs to collect the results 
uploaded by the PVs to summarize the fi nal result. 
After this, as shown in Fig. 3b, the ECD writes the 
encrypted result message to the blockchain net-
works.

Rewards Paid to the ECD: After the consensus 
process is finished, the MV then downloads the 
result from the blockchain networks. Along with 
this, the smart contract will be triggered automati-
cally to transfer the rewards from the MV’s WA to 
the ECD’s WA, ending the execution of the task.

Based on the designed SSCM, the smart con-
tracts signed by diff erent nodes and the transac-

FIGURE 2. The collaboration mechanism.
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tion records generated in the 6G SAGIVNs are 
recorded on the blockchain. In addition, the exe-
cution of each smart contract requires blockchain 
nodes to complete the consensus process. There-
fore, with the adoption of the SSCM, a secure 
computing environment can be established to 
guarantee the reliability, nonrepudiation, and 
traceability of transactions.

customIzEd EdgE comPutIng sErVIcE
The ECDs deployed at different network infra-
structures together with PVs in their communica-
tion coverage can form diff erent service networks. 
As a result, diff erent CSSs will be given to satisfy 
the MV’s QoE requirements. In this subsection, 
we first introduce the requirements of the MV 
and analyze the CSS of each ECD. After that, the 
competition among diff erent ECDs is considered 
to help the MV select the optimal CSS.

Personalized Requirements of MVs: In 6G 
SAGIVNs, compared with traditional service 
indicators (e.g., transmission rate, throughput, 
connection density, and so on), MVs are more 
concerned with those indicators that directly 
affect personal experience (i.e., delay and cost). 
Therefore, a task can be described by a message 
with five elements, that is, size of input data, 
requested computing resources, division unit, 
deadline of the task, and the estimated rewards 
for completing the task. Similar to [12], the tasks 
considered in this article are bit-wise independent 
so that each task can be partitioned into several 
subtasks. Therefore, the number of subtasks can 
be calculated by dividing the requested resources 
by the division unit of the task. The rest of the 
elements, that is, the deadline of the task and the 
estimated rewards for completing the task, can 
be set by the MV to refl ect its preference for the 

task. Namely, the QoE of the MV can be custom-
ized by setting the deadline of the task and the 
estimated rewards for completing the task.

CSSs of ECDs: Each ECD has three cases to 
decide the CSS:
•  If the MV has higher requirements for task 

execution time, each ECD needs to cus-
tomize the service strategy for the MV to 
minimize the service time while meeting 
the requirements of rewards. As the com-
putation module and transmission module 
of ECD and PVs are separated from each 
other, the task computing is generally a par-
allel process, where the service time is main-
ly affected by the longest calculation time. 
Specifically, if the task is completed by the 
ECD individually, the service time is the time 
that the ECD spent on completing the task. 
On the other hand, if the task is completed 
by the ECD and the PVs together, the ser-
vice time is the longest execution time spent 
by one of the ECD and PVs to execute the 
allocated subtasks.

•  If the MV has higher requirements for the 
rewards, the ECD needs to customize the 
service strategy for the MV to minimize the 
rewards while meeting the requirements of 
task execution time. In this case, the QoE of 
the MV is mainly related to the reservation 
rewards and the rewards paid for the service. 
With the reservation rewards, the MV will 
obtain a higher QoE if the rewards the MV 
pays for this service are lower. According to 
the CSS, if the task is completed by the ECD 
and the PVs collaboratively, the cost of com-
pleting the task includes the transmission cost 
and the computing cost of the ECD as well 
as the rewards paid to the selected PVs.

FIGURE 3. a) The deployment of the smart contract; b) the execution of the smart contract.
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•  The MV jointly considers two factors, that is, 
task execution time and rewards paid for the 
service. In this case, the weight to balance 
the two factors can be set between 0 and 1 
to refl ect the requirements of the MV.
In view of the personalized requirements of 

MVs, different algorithms can be designed to 
optimize the allocation of computing resources. 
Specifi cally, for the tasks with time or rewards 
requirements, greedy-based algorithms can be 
used to allocate resources to determine the 
CSSs. If the MV intends to optimize the time 
and the rewards simultaneously, resource allo-
cation can be achieved by designing schemes 
based on heuristic or deep learning algorithms 
[13].

In this way, each ECD can use the optimiza-
tion algorithm to decide its CSS based on the 
task request of the MVs and its own available 
resources. With the determined CSS, the comput-
ing resources provided by the ECD and the PVs 
can be decided. Accordingly, the rewards and 
time of each ECD for completing the task can be 
obtained.

Competition among ECDs: Given the person-
alized requirements of the MV, the ECDs in 6G 
SAGIVNs will provide different CSSs based on 
the determined time and rewards for executing 
the task. Therefore, we consider the competi-
tion among diff erent ECDs to help the MV select 
the optimal one. Specifically, based on different 
QoE requirements of MVs, game theory can be 
used to establish the competition among ECDs 
deployed at diff erent network infrastructures [14]. 
For example, if the MV intends to minimize the 
rewards paid for the computing service, an auc-
tion-based model can be established to describe 
the competition among diff erent ECDs. By doing 
this, the MV can select the ECD which bids with 
the lowest reward to complete the computing ser-
vice on the premise that the task execution time 
is satisfi ed.

cAsE studY
In this section, a case is studied to evaluate the 
performance of the proposed framework. We fi rst 
introduce the simulation scenario, followed by the 
simulation results and discussions.

sImulAtIon scEnArIo
In the simulation, there are fi ve ECDs deployed at 
diff erent 6G network infrastructures, where each 
ECD can cooperate with PVs in its coverage to 
provide computing services. The idle resources 
of the fi ve ECDs are set to be 30, 40, 50, 70, and 
100. The number of parking lots in the cover-
age of the five ECDs is selected from [1, 3], (3, 
6], (6, 9], (9, 15] and (15, 30], respectively. The 
input data size and the execution time of the task 
requested by the MV are 5Mbits and 0.5s. To 
evaluate the performance of the designed frame-
work, we change the resources requested by the 
task from 100 to 300. In addition, we consider 
that an MV is more sensitive to the rewards paid 
for the services. In other words, the goal of the 
MV is to minimize the rewards under the condi-
tion that the requirement of task execution time 
is satisfi ed.

In this scenario, we use the designed SSCM 
to provide a secure transaction environment for 
providing customized services, where each ECD 
needs to select a set of optimal PVs to collabora-
tively execute the computing task. To this end, we 
design a collaborative computing resource alloca-
tion (CCRA) algorithm to help each ECD decide 
its CSS. Let K = {0, 1, …, k,…, K} denote the set of 
an ECD and the PVs, where element 0 indicates 
the ECD and the other elements are the PVs. For 
task g(g ∈ G = {1, …, g, …, G}), we denote sg, Tg, 
and dg as the input data size, the requested dead-
line, and the number of subtasks of task g. In addi-
tion, we defi ne two sets L and X, where lk ∈ L and 
xk ∈ X respectively represent the reward per unit 
resource declared by node k and the number of 
subtasks allocated to node k.

As shown in Algorithm 1, the designed CCRA 
algorithm consists of the initialization phase and 
the iteration phase. In the initialization phase, 
the subtasks are allocated to the ECD and the 
PVs based on a greedy strategy. If the allocation 
in this phase satisfies the time requirement, the 
algorithm ends. Otherwise, the algorithm moves 
to the second phase. In this phase, the subtasks 
allocated to the PVs that do not satisfy the time 

ALGORITHM 1. The proposed CCRA algorithm.
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requirement will be iterated to the PVs that satisfy 
the time requirement. If the task can be complet-
ed before the deadline, the iteration ends and 
the algorithm outputs the CSS. Otherwise, the 
algorithm will continue to iterate until the time 
requirement cannot be satisfi ed by the node that 
declares the highest reward per unit resource. If 
this occurs, the ECD will give up this service.

For the competition among the ECDs deployed 
at 6G SAGIVNs, a model based on the second 
price sealed auction is developed. In the game, 
based on the determined CSS, each ECD sends 
its requested rewards to the MV, where the ECD 
that bids with the lowest reward is selected to exe-
cute the computing task. Based on the rules of the 
game, the ECD that wins the auction will obtain 
the second-lowest rewards. As such, each ECD 
needs to decide its requested rewards to win the 
game and obtain rewards. As studied in [15], the 
optimal bidding strategy of each ECD to win the 
auction is to bid honestly based on its own cost.

With this scenario, the schemes used in the 
simulation are summarized as follows.

UCRA-A: The subtasks are uniformly allocated 
to the ECD and PVs. In addition, the task will be 
executed by the ECD that is randomly selected by 
the MV.

UCRA+A: The subtasks are uniformly allocated 
to the ECD and PVs. Moreover, the task will be 
executed by the ECD that bids with the lowest 
reward.

CCRA-A: The subtasks are allocated to the 
ECD and PVs based on the proposed CCRA algo-
rithm. In addition, the task will be executed by the 
ECD that is randomly selected by the MV.

CCRA+A: The subtasks are allocated to the 
ECD and PVs based on the proposed CCRA algo-
rithm. Furthermore, the task will be executed by 
the ECD that bids with the lowest reward.

sImulAtIon rEsults
Figures 4a and 4b show the cost spent on com-
pleting the task and the number of tasks served by 
each ECD by changing the values of the resourc-
es requested by the task. From Fig. 4a, we can see 
that the cost of the task in all the schemes increas-
es with the increase of the resources requested 
by the task. In addition, it can be seen that the 

proposed CCRA+A can lead to the lowest cost. 
The reasons are as follows. First, the ECD can 
decide the optimal CSS based on the algorithm 
to decrease the task execution cost. Second, the 
game model can help the MV select the ECD that 
bids with the lowest reward to execute the task. In 
Fig. 4b, when the resources requested by the task 
is 100, ECD 1 is selected two times to execute the 
task because this ECD has the least computing 
resources. For ECDs 4 and 5, they are relatively 
expensive in terms of computing resources. As 
a result, they are rarely selected to execute the 
task. In comparison, we can see that the tasks 
are mainly completed by ECDs 2 and 3. This is 
because the available resources of ECDs 2 and 3 
are more than ECD 1. Furthermore, the rewards 
for computing the tasks declared by ECDs 2 and 
3 are lower than ECDs 4 and 5.

futurE rEsEArcH dIrEctIons
dYnAmIc cooPErAtIon bEtwEEn 6g InfrAstructurEs

In 6G SAGIVNs, an MV is usually covered by mul-
tiple network infrastructures with heterogeneous 
resources. For the personalized service require-
ments of an MV, a single infrastructure and the 
PVs in its coverage may not be able to provide 
high QoE for the MV. In contrast, the coopera-
tion between multiple network infrastructures can 
enhance the fl exibility of services and signifi cantly 
improve the QoE of the MV. In addition, high-
speed MVs usually pass through the network cov-
erage of multiple infrastructures during driving. 
Therefore, the dynamic collaboration of diff erent 
6G infrastructures is an efficient solution to pro-
vide continuously high QoE for MVs.

dIgItAl twIn for PErsonAlIzEd comPutIng sErVIcEs
The frequent transmission of large amounts of 
data is required to provide personalized com-
puting services for MVs in 6G SAGIVNs. Further-
more, the massive personalized requirements of 
MVs and the limited resources of heterogeneous 
infrastructures need to be reasonably planned and 
matched. Digital twin (DT) is regarded as a prom-
ising technology to address these challenges. By 
deploying DTs of the MVs and the infrastructures 
at the edge or cloud, the DTs in virtual networks 

FIGURE 4. a) The cost of the task by changing the resources requested by the task; b) the number of tasks 
served by each ECD by changing the resources requested by the task.

(a)                                                                                             (b)
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can replace the nodes in physical networks to 
make decisions, thereby reducing the interaction 
delay while integrating the resources of the infra-
structures to provide personalized computing ser-
vices for different MVs.

EdgE IntEllIgEncE for customIzEd rEsourcE AllocAtIon
Faced with a large number of MVs and personal-
ized indicators, it is difficult for traditional meth-
ods to make optimal decisions. Furthermore, 
cloud-based artificial intelligence (AI) general-
ly leads to a long latency and is difficult to sat-
isfy the high QoE requirements of MVs. To this 
end, as a new AI paradigm, edge intelligence is 
regarded as a key technology in 6G SAGIVNs. 
By transferring intelligence from the cloud to the 
edge or on-board devices and coupling comput-
ing and intelligence at the edge of the networks, 
edge intelligence can significantly reduce the 
decision-making delay and achieve customized 
resource allocation to ensure high QoE for MVs.

conclusIon
In this article, we developed a novel personalized 
edge computing framework in 6G SAGIVNs. In 
the framework, we established the CECM to help 
each infrastructure in 6G SAGIVNs cooperate 
with PVs to collaboratively provide services for 
MVs. In addition, a secure mechanism, that is, 
SSCM, was designed to provide a reliable trans-
action environment for edge computing in 6G 
to address the security issues. With the designed 
CECM and SSCM, the resource allocation of each 
ECD and the competition among different ECDs 
were discussed to provide MVs with the optimal 
personalized service by jointly considering the 
personalized requirements of MVs and the avail-
able resources in 6G SAGIVNs. After that, we 
studied a case to evaluate the effectiveness of the 
proposed framework. Finally, the open research 
topics were discussed to identify future research 
opportunities and directions.
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