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Abstract—The bufferless fluid flow model (bffm) is often used Considering the difficulties with both traffic descriptor-based
in the literature for loss performance analysis. In this paper, we and measurement-based CAC to obtain accurate traffic char-
propose an efficient and effective means of investigating cell loss acteristics, the performance of a CAC scheme should not be
using the bffm. We define the cell loss rate function (clrf) and use it d’ v by the utilizati hieved under ideal ci i
to characterize the loss performance of traffic sources in the bffm. measured only by ; € utihization ac |_eve unaer | e(_’;\ cireum
Stochastic ordering theory is used to study the clrf. The introduc- Stances where traffic sources are all tightly characterized. Also,
tion of the stochastic ordering theory not only simplifies the the- one must consider whether enough accurate traffic characteris-
oretical analysis but also makes it possible to extend the scope oftics can be obtained from sources and/or network practically,
applications and theoretical analysis presented in this paper. A cell and, the robustness of the CAC scheme against the inaccura-

loss upper bound for heterogeneou®N-OFF sources is proposed. . . ) - . .
The proposed cell loss upper bound s tighter than those previously CI€S IN those traffic characteristics. In addition to high network

proposed in the literature. A connection admission control (CAC) Utilization, an ideal CAC scheme should satisfy the following
scheme using online measurements is designed based on the cefiequirements [9], [10]:
loss upper bound. Extensive simulation is carried out to study the « Simplicity The scheme must be both economically imple-

performance of the CAC scheme. Particular attention is paid to tabl d fast. The traffic ch teristi ired b
the impact of inaccuracies in user-declared traffic parameters on mentable and fast. The trailic charactenstics required by

the performance of the CAC scheme. Simulation results indicate the CAC scheme should be easily and reliably obtained
that the proposed CAC scheme can ensure QoS guarantee, is ro- from the traffic sources and/or network.

bust to inaccuracies in declared traffic parameters, and is capable « Flexibility: The scheme must not only be able to satisfy
of achieving high link utilization. the current needs of network services but also be able to

Index Terms—ATM, bufferless fluid flow model, measurement- adapt to new services which are likely to evolve.
based CAC, QoS, stochastic ordering theory. + RobustnessThe scheme must be able to handle imperfect
assumptions.

Cell loss and cell delay are often adopted as measures of
] o quality of service (QoS). Cell delay can usually be controlled
T O DATE, many connection admission control (CAC)yithin a desired bound by engineering the buffer size, hence
schemes have been proposed [1]-[8]. These schemes g&N|oss is used in most papers as the QoS index.
be classified into two categories: traffic descriptor-based CAC |, this paper, based on the bufferless fluid flow model (bffm),
and measurement-based CAC. Traffic descriptor-based CAfe first define the cell loss rate function (clrf) and use it to study
uses the priori traffic characterizations provided by sources ghe cell loss QoS. To analyze the clrf, we resort to the stochastic
connection setup phase to compute whether a new conneciipflering theory. The loss performance of heterogeneausFr
in addition to all existing ones can be supported. This approaghyrces in bffm is investigated using the clrf and the stochastic
achieves high network utilization when traffic descriptors USQS’rdering theory. A conjecture proposed by Rasmussah[11]
by the CAC scheme are “tight.” Measurement-based CAtonceiving cell loss obN-OFFsources is proved. Furthermore,
uses the priori traffic characterizations only for the incomingye propose a tighter cell loss upper bound than that previously
connection and uses measurements to characterize existing #RBposed in the literature. The upper bound is applied to design
nections. Under the measurement-based CAC scheme, netwprkeasurement-based CAC scheme. In the design of the CAC
utilization does not suffer significantly if traffic descriptionsscheme' the above guiding principles for CAC schemes are ad-
are inaccurate. However, because source behavior may ja€ssed with particular attention given to the impact of inaccu-
nonstationary, it is difficult for measurement-based CAC t@cies in declared traffic parameters.
obtain accurate online measurements. Measurement-basefhe rest of the paper is organized as follows. In Section
CAC can only deliver significant gain in utilization when therq|, the cirf is defined and the stochastic ordering theory is
is a high degree of statistical multiplexing [1]. introduced. In Section 111, loss performance of heterogeneous
ON-OFFsources in bffm is investigated and the cell loss upper
Manuscript received October 4, 1999; revised January 29, 2001; approvedigund is developed; the CAC scheme is designed in Section IV.
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Section VII, video sources are used to test the performancehwilds for all increasing convex functiah for which the integral

our CAC scheme, and conclusions are given in Section VIII. exists [15]. The following property of the increasing convex or-
dering enables us to use it to analyze the clrf.

Il. EVALUATING CELL LOSS IN THEBUFFERLESSFLUID FLOW Lemma 1: X <. Y ifandonly if E[(X — z)*] < E[(Y —

MODEL—CELL LOSSRATE FUNCTION x)*t] foranyz € R.

A bffm is often used in the literature to analyze cell loss [7]|Le§1emea[115}(sic~t. 11'/3 'i fTahne(;)roerTy '?}] tl;loé grfroog(' gcgr(;]rslllgg o

[12], [13]. Since this approach assumes that there is no buffer at
; ) . : than or equal to the clrf of for any real value.
the burst time scale [14], it generates conservative estimatesTor, . g . .
O An importantspecial casef the increasing convex ordering
cell loss. However, the simplicity of bffm enables us to concen- ~ ; .
e s s whenX andY have the same mean value, i.&(X) =
trate on the characteristics of traffic sources themselves. In t : . .
. ). In this case, we say tha is smaller thant” with re-
paper, bffm is employed to analyze the cell loss.

Under bffm, cell loss due to overflow occurs if and only ifthéSpeCt o theeonvex orderingwritten asX < Y, because the

sum of the traffic rates of all active connections, denotecby characterizing inequality (5) holds for all convex functions [16,

X ) . ! Corollary 8.5.2].X <. Y implies that not only the cell loss
exceeds the link capacity. Let us define a functiod'(y) as of X is less than or equal to that &f, but also, from (3) and

(4), the clr of X is less than or equal to that &f. We refer to

2 ot
F(y) = E[(X —y)"]. @ [15]-[17] for the properties of the increasing convex ordering.

We call F(y) the clrf of X . The clrf has many attractive features

which facilitate the analysis of cell loss in bffm. For example,!ll. HETEROGENEOUS ON-OFSOURCES IN THEBUFFERLESS

F(C) denotes the cell loss rate of a traffic sourkeon a link FLuiD FLow MODEL

with link capacityC'. Traffic sources with similar clrfcanbe re-  For simplicity, let us consideon-oFF traffic sources. Ac-

garded as equivalent from the point of view of cell loss analysigording to the probability density distribution @i and oFF

From the definition of clrf, it can be shown that periods ON-OFFsource models can be further classified into ex-
ponentialoN-OFFsource model, periodioN-OFFsource model,

Fy)=F(0) —y, fory<0 () Paretoon-orFsource model, etc. They are widely used for loss
F(0) = E(X). (3) performance analysis [7], [11], [12], [18], [19].
) An ON-OFF source generates cells at a peak cell rate (pcr)
Then, the cell loss ratio (clr) can be calculated as denoted by pcr in active periods. In idle periods, no cells are
F(C) generated. Let mcr denote the mean cell rate (mcr) ohaOFF
clr = W (4) source. The activity parametgiof anoN-OFFsource is defined
as the ratio of mcr to pcp = mer /per. The probability that an
An important property of the clrf is given below. ON-OFFsource is active or idle is given pyor 1—p, respectively.
Property 1: If f(x) andg(x) denote the traffic density distri-  Assume there areindependendN-oFFsourcesy;, . . ., X,

bution of independent traffic source§, and X, respectively, on the link, whereX;;—,, ., has peak cell ratgcr;, mean cell
then the clrf ofX; + X is given byF  g(x), whereF'(z) is  ratemcr; and activity parametes; = mcr; /pcr;. Denote the

the clrf of X, and* denotes convolution. robability mass function (pmf) ak;;— by f&) (z)
Proof: Construct a functiok(z) such that b Y g =L BY 1 e V-
. () The pmf of}_""_| X; can be expressed as
_ -z =<0 (P1s-sPn) (1) ®)
=157 150 Il e (&) = £y 5o S @) (@)
It can be shown thak'(z) = h % f(z). In this paper, we use subscriptsubscript (pcr), and superscript
Thus, the clrf ofX; + X», denoted byFG(z), is (p) to denote the_numl_ae_r afN-OFFsources, pealf cell rates o_f _
sources, and their activity parameters, respectively, when it is
FGz)=E(X; + Xy, —2)T necessary to emphasize the dependence of a function on these
— B (] parameters.
*(f *9(@)) Since anON-OFF source or the multiplexing oON-OFF
= (h* ) * g(x) sources, denoted by, is a discrete random variable, the
= Fx*g(x). definition in (1) can be simplified as
A A
- Fly) = E(X =)' =) (z -y f() @)

To analyze the cirf, we turn to the stochastic ordering theory.
Given two random variable¥ andY’, we say thatX is smaller
thanY” with respect to thencreasing convex orderingwrittenas  Where f(z) is the probability mass function of the discrete
X <o Y, if for the distribution function ofY andY’, denoted random variableX.

T

by F; andGy, the following condition: We shall now introduce an important property @f-OFF
sources.
+0o0o +o0 it . ; ; :
Proposition 1: AssumeX is an arbitrary traffic source such
[ _ H@)diu(a) < [ _ @ dGaz) ) hatp(x) = wmer and | X o = per, where]| X ||, = inf{e :
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Pr{X > z} = 0}. LetY represent amN-OFF source with pcr > max{pcry,...,pecr,},m = [((3 i, per;)/per)] and

mean cell rate mcr and peak cell rate pcr. Théerc,, Y. mer = ((3 1, mer;)/m). Then

It has been shown in [17, App. B] th&f <;.. Y. Then, n m
noting thatE(X) = E(Y), Proposition 1 is easily proved. This Z X; <oy Z Y; (8)
proposition implies that, among traffic sources with the same i—1 i—1

mcr and pcrON-OFF source constitutes the worst-case in cell E .
: or a proof, see Appendix B.
loss analysis. This theorem provides a cell loss upper bound for heteroge-
We shall now introduce an important theorem about heterogne—

neous Bernoulli sources. Bernoulli SoUrces aReORFSOUNCes ©0USON-OFF sources. It states that the cell loss of heteroge-
; ' ae NeousON-OFF sources is less than or equal to that of the cor-
with the same peak cell rate.

. r nding hom n —OFFsour iven in the theorem.
Theorem 1:Let Xi,...,X, be n independent hetero- esponding homogeneoos-OFFsources give the theore

eneous Bernoulli sources with the same peak cell rate Tr(lje sum of mean cell rates of the homogeneous sources remains
gctivit arameters respectivel P The activit HE same as that of the heterogeneous sources, and the sum of

y p D1y Pns P Y- y peak cell rates of the homogeneous sources is also substantially
parameters are subjectp@ + --- + p,, = P. LetYy,...,Y,

. . the same as that of the heterogeneous sources. It is not difficult,
be n independent homogeneous Bernoulli sources, where. .

' . using the cIrf and Theorem 1, to prove that our upper bound is
Yi(i=1,...n) has the same peak cell rate &s and an activity

parametep = P/n. Then>™" | X; <ex 37" Y. tighter than the upper bound proposed by Rassustsaihn[11].

See Appendix A for a proof. IV. CAC SCHEME
Theorem 1 states that homogeneous Bernoulli sourcesl_

generate more cell loss than that of heterogeneous Berno%ifhe proposed upper hound can be applied o either trafiic

criptor-based CAC or measurement-based CAC. Here we
oose to design a measurement-based CAC.
Measurement-based CAC has attracted a lot of interest in re-
cent years [1], [4], [7], [8], [22]-[26]. Shiomotet al. [23] use
lowpass filter to obtain the instantaneous virtual path (VP)
the sum of mean cell rates remains the same. In addition glization from crude measurements. A residual bandwidth is
[11], Theorem 1 is also used for loss performance analysis ﬁrlvet_ﬂ from the maximum of th? observed instantaneous VP
: utilization. If the bandwidth requirement of the new connec-
many other literature [7], [20], [21]. L . .
tion is smaller than the residual bandwidth, the new connec-

In real networks, many traffic sources of the same type haygy, js admitted, otherwise it is rejected. Gibbeisl. [7] use
the same pcr. However, because of their specific application Giryeision-theoretic approach for call admission control to ex-
cumstances, they may have different mean cell rates. Theorgiiy incorporate call-level dynamics into the model. In their
1is very useful for analyzing this kind of traffic source. work, call admission decisions are based on whether the cur-

We shall now introduce another theorem ab@K-OFF o0t measured load is less than a precomputed threshold. In a
sources. . study by Dzionget al]24], a Kalman filter is used to obtain

_Theorem 2:Let.Y andY”be two independeriN-OFFSOUTCes o gntimal estimate of mer and variance. An aggregate equiv-
with the same mean cell rate denoted by ni¢randY” have  jiant handwidth is then obtained from the mean and variance
peak cell ratepcr - andpery respectively. lfpery < pery,  ggtimates. A spare bandwidth is set in the aggregate equivalent
thenX <. Y. bandwidth to account for the estimation errors. Grossglauser

Proqf: SinceE(X) = E(Y), it suffices t,o show that the et al. [22] study a robust measurement-based admission con-
clrfof Y is greater than or equal to that&f. This can be easily i, \vith emphasis on the impact of estimation errors, mea-

shown by computing the clrf ok andY” and comparing their ;- ment memory, call-level dynamics and separation of time

values. B scales. Their work [22], [25] also identifiecatical time-scale
In [12], a result to the same effect of Theorem 2 is proveg, such that aggregate traffic fluctuation slower thH&ncan
using another approach. be tracked by the admission controller and compensated for by
Theorem 2 is used by Leat al.[12] in their CAC scheme. connection admissions and departures. Fluctuations faster than
Based onit, they design a CAC scheme capable of real-time e%jj- have to be absorbed by reserving spare bandwidth on the
mation of cell loss of the multiplexing of heterogeneansorF link. Using Gaussian and heavy traffic approximations, the crit-
sources. Theorem 2 will be used for loss performance analysial time scale is shown to scale @%/+/n, where7}, is the
and CAC scheme design in this paper. average flow duration and is the size of the link in terms of
On the basis of the theorems, lemmas, and properties shawmber of flows it can carry.
previously, we shall now introduce an important theorem aboutin this section, based on the loss performance analysis in the
independent heterogeneanis-OFFsources. previous sections, we shall design a CAC scheme using pa-
Theorem 3:Let Xq,...,X,, ben independent heteroge-rameters from both traffic descriptors and measurements. The
neous ON-OFF sources with peak cell ratescrq,...,pcr, principles introduced in Section | are used to govern the CAC
and mean cell ratesmcry,...,mcr,, respectively. Let scheme design. Robustness, flexibility, and simplicity become
Yi,..., Y, representm independent homogeneous\-OFF major concerns in our CAC design and later simulation valida-
sources with peak cell rate pcr and mean cell rate mcr, wheien.

sources. Theorem 1 was first proposed as a conjecture

Rasmusseret al[11]. Based on Theorem 1, they propose&
that the cell loss of: heterogeneousN-OFF sources, whose
maximum peak cell rate is pcr, is upper bounded by that of
homogeneou®N-OFF sources with peak cell rate pcr, wher
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Let us select a traffic rate unit such that: is greater than required to transmit an ATM cell on the link. Denote the mean
or equal to the maximum pcr of all traffic sources on the linkand the variance of the traffic rate samplemeasured over
From now on in this paper, all traffic rates, as well as link caby S ando2, and the mean and the variance of the traffic rate
pacity, are normalized with respectdainless otherwise speci- samplerx measured over a sampling periodifx T, by Sx
fied. Without loss of generality, we assume that link capa€ity ando3., respectively. Assuming that the aggregate traffic is sta-

is an integer. tionary, then it can be shown th&Y, o4, ST, andor are re-
Suppose there are independent heterogeneousi-oFF lated byS, = S and

sources, denoted by, ..., X, on the link. The declared pcr

of ON-OFFsourceX;(;— .. ») is pcr;. We keep a list of the de- 2 2

1 1 K .
clared peak cell rates of all connections on the link and denote Ok =0T | T2 ;(K — i
the sum of the peak cell rates by PCR, iIRCGR = >"""_, per;. =
Realizing that it is difficult for traffic sources to tightly char-where p; is the autocorrelation between traffic rate samples
acterize their mean cell rates, we obtain the sum of mean daken over[0, ;] and over[(z — 1)T5, ¢ x T}]. o) decreases

rates from online measurements. This is of course the mcrWith the increase off. In the above analysis, the impact of

the link. We denote the measured mcr of the linkrby call level dynamics was ignored, i.e., we assume no call is
From Theorem 3 admitted into the network or departs from the network during
n m the measurement window. The impact of call level dynamics is
ZXi <ev ZYZ discussed later in this subsection.
i1 i1 According to the Central Limit Theorem, when the number

of connections is large, the distribution of the aggregate traffic
can be well approximated by Gaussian distribution. Therefore,

m = [PCR] (9) the aggregate traffic is assumed to be Gaussian. If the following
equation is chosen as an estimate of the mcr:

where

andYj;—1,...m) is an independemN-oFFsource with peak cell
rate 1 and activity parametgr The choice op should make the P=rg+exXog
mcr of >°1" ; Y; and the mer of~"_; X; equal. The method of

estimatingy from measurements is described later. The pmf wheres is a constant, in order to satisfy the estimation objective

>t Y, is given by the following binomial distribution: P> Sk) > 0.95 (13)
<m> PPA—p)mF, z=k we have to choose = 1.65. If the aggregate traffic is not
flz) = k (10) Gaussian, a largercan be obtained using the Chebyshev’s in-

0, else. equality. In the rest of the paper, we only consider the case when

According to the definition of clrf for discrete random variabldh€ aggregate traffic is Gaussian traffic.

given in (7), the clrf ofy 7\, ¥; can be calculated as An estimate ofa can either be obtained directly from
on-line traffic measurements, or can be obtained from on-line
F(k) = {m X p, o k=0 (11) estimation_ofaT and autocorrelation fqnctiom. However,
Flk—=1)—14>,_0f@), k>1 on-line estimation of these parameters is not an easy task, so

. ) . i we take another approach.
The clr 9):22‘:_1 Y; is estimated using (4). It canrg)e shown that The variance of "™ Y; is given by m(Sy/m)(1 —
clrof 32,2, ¥; is greater than or equal to that pf;_, X;. (Sz/m)). Moreover, using the properties of the convex or-
dering, it can be easily shown that, | X; <¢, >, Vi,
then the variance of_." , Y; is greater than or equal to that of
We shall now describe the estimatiorpoBince we derive the " X,. Thereforem(Sy/m)(1— (Sr/m)) is the maximum

mcr of 37, X; from online measurementg,can be directly variance of the aggregate traffiy >, X,. So, instead of
estimated as follows: measuring the variance directby; is estimated as

N

P= (12) o7 = fmo (1= 25, (14)
Increasing the measurement window sizg will increase the " "
accuracy of the measured merand the accuracy of estima_When a SUfﬁCiently |argé( is chosen such that traffic fluctua-
tion of p. Yamadaet al.[27] introduce a method for finding the tions with time scale larger thaii x 7, are small, the estimated
measurement window size. Estimatiorpafsing (12) is simple; or is larger than its true value despite possible fluctuations in
however, for accurate estimation it requires a large measuremenit An estimate ob7 is then obtained as

A. Estimation of the Activity Parametgr

window size. Here we use another approach. 2
In an ATM network, traffic can only arrive in integer multi- en2 =T (15)
. . K Ko
ples of an ATM cell. Therefore, we first choose a sampling pe-

riod 7, such that the impact of the granularity of the traffic ratevhere¢ is a constant between 0 and 1. Paramétean be ob-
measurements taken ovEr can be ignored. In our analysis, tained by inspecting the variance-time plot obtained from traffic
is chosen to be 100 cell unit time. One cell unit time is the timmeasurements [28], [29]. In contrast to [28] and [29] which
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study the self-similarity in network traffic, our interestis mainly updatecirf  updateclrf  updateclrf  update clrf
in the variance-time curve in a relatively small time region from T, —>—T, —>e——T, —>
107’ to 10007. In this region, even for short-range dependent }«Tm—> }«Tm_, ’*Tm—>
traffic, aé much smaller than 1 may be observed. In our simu- :
lation shown later$ is a very stable value. This is because the
traffic mix in the simulation is almost time-invariant. As a reig. 1. Relationship between update interval and measurement interval.

sult, the autocorrelation in network traffic does not change sig-

nificantly. However, our analysis on traffic data from real ATM .

networks shows that the value of will change slowly with '€Sources. Thus, we use (16) to estimate our CAC scheme
time within a day. In that case, the smallest value of obsesved'Stéad of (12).

should be used in (15). For simulation using exponentisbrr ~ The clrf of 3772, V; is updated using (10) and (11) evety
sources shown latef,is chosen to be 0.35; for simulation usings€conds. More specifically, the clrf is updated at the end of each
Motion-JPEG encoded video sourcéss chosen to be 0.4. The measurement period. Fig. 1 shows the relationship between the
advantage of this method is that the valué @fan be obtained update period’, and measurement peridd,. The update pe-
from off-line traffic analysis, therefore, online estimation of thélod 7%, is chosen empirically. We suggest choosirif,an the
second-order statistics is avoided. Here we would like to cof@nge2Z;,, ~ 101,, depending on the network state. When
ment that this method will not give an accurate estimate;of call level dynamics are fast, i.e., connections enter and leave the
However, generally the estimated valuesgf is larger than its nhetwork very often’Z;, should be chosen close 2G’,,. On the

true value, which will satisfy the estimation objective in (13). other hand, for a network where call level dynamics are slow,

Then an estimate qf can be obtainedi = (#/m). T, should be chosen close 107..

In summary, in the measurement scheme, paranigtes Call level dynamics affect the measurements. If a new con-
chosen to be 100 cell unit time and paramet&rand é can nection is admitted within a given measurement window, the
be obtained empirically from off-line traffic analysis. The mearew connection possibly generates traffic only during part of the
surement window size is chosen toBg = K x T,, and an measurement window or does not generate traffic at all. There-

time

estimate ofp is obtained as fore, the new connection will make the measured mcr of the link
smaller than its actual value, which will affect the robustness
r(1- ) of the CAC scheme with regard to QoS guarantees. To solve

p=— 4oy m (16) this problem, when the measurement window $izgis much

m m smaller than the connection setup time, we block the admission
of new connections during the measurement window. The ad-
where mission will be delayed till the end of the measurement window.
s In the worst case, this will introduce a delay’sf, to the con-
a=165x K2 a7

nection setup time. This method is used in our simulation. Alter-

_ i natively, if the delay caused 14, to the connection setup time

andr_|s the mean tr_afflc rate meas_ured oley. ) ) becomes a concern, one can add the sum of declared mean cell
This approach first appeared in [7]. The mtroductlon_ Orf tes, if available in the traffic descriptor, or the sum of declared

the safety marginy enables us to greatly reduce the requweﬁ%ak cell rates of the connections admitted in the measurement

measurement window size while maintaining the robustnqﬁhdow, divided bym, to the estimateg in (16). In this case,

of t.h.e estlmano.n. Moreover, the safety margin mtroduc%e do not need to block the admission of new connections in
additional benefits. Loss performance analysis presented#{é measurement window.
g

this paper gives a cell loss upper bound of the aggregate traffic, . . . _
based on bffm. The measurement scheme shown above aIS(BIS also possible that during the measurement window some

gives a robust estimate pf Therefore, the above measuremen?XiSting connections are released, thus affecting the measured

L . cr. Departing connections contribute to the measured mcr of
scheme will give a tight QoS guarantee. However, for a network ™ .
9 ghtQoSg . éhe link. However, PCR is the sum of peak cell rates of con-

The proposed CAC scheme is conservative for a network Wﬁﬁ\cﬂons"ontthe l}:?ﬁ actjthe u:_stant of up?atmgscln_‘f, S}Ot including
large buffers. In this case, safety margircan be chosen to be peak cellrates otthe departing connections. SoIfhere are some
cqnnectlons that are released during the measurement interval

smaller than that given in (17), or even zero, to achieve a highﬁ

link utilization. Our simulation shows that, for a fixed buffert ey will make the estimateg larger, which in tumn makes the

size, controlling the safety margimcan control the clr, as well CAC scheme miore conservative, assuring that QoS guarantees

as utilization. Selecting a safety margirto adapt to a network are not affected. Another alternative is to update the clrf only
with large buffers is subject to further study when no existing connections depart during the measurement

Therefore, the introduction af brings some flexibility into interval. We do not adopt this approach in our CAC scheme be-

the CAC scheme which enables us to efficiently utilize netwoﬁ?ﬁ;gf};?t?ggr?sgI;;?f?rfnigcneog?ter:ggclfgthr?efrcr);aa long time,

_ . _ In our CAC scheme, we do not update the clrf for departing
1These traffic traces have been collected by Waikatp Applied Network Dy¥onnections. The changes in traffic parameters dueto departing
namics group at the University of Auckland since November 1999. The time- . h b dati he clrf h dof h
stamp of measurement data in the trace has an accuracy®fNlore details connections are caught up by updating the cirt at the end of eac

about the traces can be found at http:/moat.nlanr.net/Traces/Kiwitraces. measurement period.
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B. Cell Loss Ratio Estimation C. CIr of Individual Connection

We shall now present the method to estimate the clr whenin the previous sections, a CAC scheme was developed which
a new connection request arrives. Suppose therelareon- is able to guarantee the clr of the aggregate traffic. By choosing
nections, denoted by, ..., Zy;, admitted into the network the clr objective of the aggregate traffic in the CAC scheme
since the last measurement interval. Denotédyy. . ., X,, the appropriately, the clr requirement of individual connection can
connections on the link at the instant when the last measuagso be satisfied.
ment interval finished, and denote BYy) the clrf of the corre- ~ Assume there are connectionsXy,..., X, on the link.
sponding upper bound of1, ..., X,,, > " | ¥;, whichis com- Xi,..., X, may have any distribution. The clr of connection
puted using (9)—(11) and (16). When a new connection requé§{ ;. ....,) can be evaluated as
arrives, denoted b s 41, if PCR—i—Zf\iJl’l pcry. < C,where
pcry - isthe declared pcr of;, the new connection noov. et X
can be admitted directly and no cell loss will occur. Otherwise, Blim X 0) 2, Xi
the following method is used to estimate the clr if the new con-
nection is accepted and to determine whether the new connec-
tion should be accepted. Let Yi,...Y,, be n independentoN-OFF sources where
Denote the updated clrf after the admissiogf by Fy;(y). ON-OFFSOUrCeYy iy . ) has the same per and mer &g. It
The procedure of updating the clrf is described later. Denote ti§eShown in [13, Theorem 1] that the clr of connectia is
pcr and mcr of the new connection requést 1 by per, - UPPET bounded by
andmcr z Zpr+1 is smaller than, with respect to the convex

1 =
Clrx, E(Xk)

MAL" +
ordering, aroN-OFFsourceX with a peak cell rate 1 and mean E [(Z?zl it Xi +pCT) — C) }
cellratemcrz,, . Therefore, the cell loss ratio of the aggregate  ¢lr x, <clry =
traffic, if the new connection is admitted, is less than c

_ F(C —pery,)
clr = grimit) Fu(C) ¢
g F(0) whereF(y) is the clrf of -, ., ;. The cIr of the aggregate
(1 =merz, ) Fu(O) +merz,,  Fu(C—1) traffic 37, ¥;, denoted byiry-, is related ta:lr; by
N FJW(O) + merz,, .,
’ pr %X F(C = pery) + (1 = pr) x F(C)
(18) clry = =
E (271:1 Xi)
whereg denotes the pmf of. If clr is less than the clr objective _ ppx Oxclry +n(1 — i) X F(C)
then the connection is admitted; otherwise the connection is re- B2 X))

jected. If th tion is admitted, clrf will b dated: I
jecte © connection 1S admitted, cirrwiil be Upcate Denote the clr objective oKy, by clry op;. If

Fp(0)+merz, k=0 C x clre .- _

M1 Pr X X clrg oby + 1—pr) x F(C

F]\4+1(/€) = (1 — 1nCl‘ZM+1) F]w(/%) (19) cry < E (in (X) ) ( ) (20)
—l—lnCl‘ZMJrlF]w(k — ), k> 1. =1

is satisfied, the QoS of connectioty. can be guaranteed. We
For the special case &f = 0, the clrf F;,(y) is actuallyF'(y), can further remove the terta — p;) x F(C) from (20), i.e., if
the cirf of > | V7.
Alternatively, one can also take+ Zf‘ﬁl mcrz, as an esti- clry <
mate of the sum of mean cell rates of all connections on the link T EQCILX)

if the new connection reque&t, 11 is admitted; and calculate . . .
the cIrf Fyy 41 () using (9)—(11) and (16). Accordingly, in (9),|s satisfied, then the QoS requirement of connecfigncan be

. uaranteed. Equation (21) gives more conservative clr objective
pcr now means the sum of peak cell rates of all connection an

the link if connection request,,; is admitted. ror the aggre_gate t_rafflc than that given by_ (20), however (21)
Updating the clrf using (19) is computationally much mor& much easier to implement practically. Sinfec’) < ¢ x
lrx obj, Whenpy is not a small value, the clr objective for the

efficient. However, since (19) actually takes the peak cell rate ST . ;
Of Z1.. .., Zar, Znras asl, it will generate more conservativeaggregate traffic given by (21) is close to that given by (20).

i . . Therefore, if the clr objective of the aggregate traffic is chosen
results. In the later simulation, (19) is chosen to update the clré. be((px x O)/(E(S™, X;))) x ck "~ the pronosed CAC
Noting that in the estimation of clr only the computation of Pk =1 CLkobiy brop

F(y)andf(z) from 0 toC is needed, we do not need to calculat%? he,;TseoISi fatzle? é?r gg?er;?\ieomﬁecg relgeu';??terg;ﬁ(():figocr:‘]r:)escetfn
all values ofF'(y) and f(x) from 0 to [PCRY]. ke ’ | ggreg

. x C
Pk X X Clrk70bj (21)

Inthe above method, the traffic sources are required to speci be
their peak cell rates and mean cell rates. Using the loss perfor- ) pre x C
. . . inf —————— X cltg ons (22)
mance analysis presented in this paper, other methods can also 1<k<n \ B (3, X;) :0bj

be developed which only need the traffic sources to specify their
peak cell rates, or need less computation [30]. the clr requirements of all connections can be satisfied.
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V. SIMULATION STUDY TABLE |
PARAMETERS OF THETHREE TRAFFIC TYPES IN THE SATURATION SCENARIO

In this section, we study the performance of the proposed 7T 5
CAC scheme using simulation. The aim of the simulation is [ A7) [per (kb/s) | 6(s) [ 7(s)

to evaluate the performance of our CAC scheme with respect ggz ; ég 15%0 g‘ﬁi i"gég
to link utilization and its effectiveness in terms of its ability to type 3 100 10 0.424 | 0.424

guarantee the QoS constrains required by the connections.
The simulation is carried out using OPNET. The following
parameters are used in the simulation unless otherwise spéci-Saturation Scenario

fied: switching speed of the ATM switch is set to be infinity, The parameters of the three types of traffic for the saturation
hence every incoming cell is placed immediately in the outpytenario are listed in Table 1.

buffer; the output buffer size is set to be 20 cells to absorb cellthe mean on time of the three traffic types shown in Table |
level congestion [31], [14]. The link utilization and clr are obimplies that traffic type 1 has a mean burst length of 100 cells,
served in the simulation. Link utilization is calculated as thﬁafﬁc type 2 has a mean burst |ength of 50 Ce”S, and traffic type
ratio of the instantaneous link traffic rate to the link capacity3 has a mean burst length of 20 cells. The mean burst length is
clr is calculated as the ratio of the total observed cell loss to theveral times larger than the buffer size. This is used as a trial
total cells offered to the link in a moving window with siZé.  to establish the performance of the CAC scheme using online
More specifically, clr at time is the ratio of the number of cell measurement.

loss occurred in the intervat — 77, ¢] to the total number of  The clr objective of the aggregate traffic is set to 1.

cells offered to the link for transmission in the same intervaf\ccording to our analysis in Section IV-C, approximating the
whereT,. equals 500s. In each scenario, there are several typesn(C/(E(> ", X;))) by 1, it can be shown that by choosing
of traffic sources multiplexed onto the link. The connection asuch an aggregate traffic clr objective, the clr of traffic type 1
rival process of each type of traffic is a Poisson process wittcan be controlled below0~3; the clr of traffic type 2 can be
mean of) calls per second. The connection holding time for aiontrolled belows x 10~* and the clr of traffic type 3 can be

traffic types is exponentially distributed with a mean of 100 scontrolled below2 x 10~*. These parameters are examined in
the simulation to validate the proposed CAC scheme as well as

our loss performance analysis on individual connections in Sec-
tion IV-C. It should be noticed that these parameters are only

In this section we shall use an exponential-OFF source used in the simulation to test the performance of the proposed
model in the simulation. The duration of toe andorrperiods CAC scheme. In real applications, the clr objective of the aggre-
are independent and exponentially distributed with mgkarsd gate traffic should be chosen according to the clr requirements
~, respectively. DuringdN periods, cells are generated at peakf individual connections using (22) in order to satisfy the QoS
cell rate. During off periods no cells are generated. requirements of each connection on the link.

Furthermore, the following parameters are used for the sim-The simulation is run for 10 000 s. An average utilization of
ulation: the link capacity is set to be 10 Mb/s, and the measuf&76 is achieved by our CAC scheme. Figs. 2 and 3 show the
ment window size is chosen to be 0.08 s. Clrf update periodGk of each traffic type as well as the clr of the aggregate traffic.
chosen to be 0.2 s. The safety margiiis chosen to be 1.0. In AS shown in Figs. 2 and 3, both the clr of the aggregate traffic
the simulation, three types of traffic sources are multiplexed &fd the clr of each traffic type are controlled within the desired

the link. The traffic rate unit is set to be 100 kb/s, which is thePoUnd. Fig. 4 shows the number of connections of each traffic
maximum per of the three traffic types. type on the link. Fig. 5 shows the admissible region for the three

Two scenarios were simulated. In the first scenario, referr@ﬂjﬁs ogcqnngcglonﬁ aé'x\vg" a; the n%?ber oftgzonnfcgons ac(i:-
to as the saturation scenario, the connection arrival rate is choIsléeH y admitted by the scheme. The number of admitte

to be very high. The high call arrival rate means that the SysteCf%nnections is close to the boundary of the admissible region but

. . L : ithin the admissible region. Therefore, the CAC scheme is ro-
is continuously receiving new connection requests. Thus, the . . . o
) . . ... pust with regard to QoS guarantees, and is capable of achieving
CAC scheme is expected to achieve the maximum utilization, . . S 2 e
high link utilization. This is also verified by the observed clr

in the saturation scenario. This scenario is used to establish wn in Fig. 2 and 3.

performance of our CAC scheme with regard to QoS guarameeSAccording to Gibbenet al. [32] and Gueriret al. [33], the

because if calls are offered at a very high rate, the rate at whigh, .\ o handwidth of amN-OFFsource is given by
calls are admitted in error becomes very large too [7]. In the

second scenario, referred to as the moderate scenario, the calln3(1 —p) x per — B

A. Simulation Model

arrival rate of each traffic type is carefully chosen to make the 2nB(1 — p)
call blocking ratio fall between 0-0.03. The call blocking ratio 3(1 — pyper — B2 + 4BnBo(1 — plper
is defined as the ratio of the number of calls rejected to the total + \/W d-pp ] P - plp

number of call arrivals. Since real networks are not likely to mB(1 =)

operate in the saturation scenario, the utilization achieved in thleren = In(1/clr), clr is the cell loss ratio objective3 is
moderate scenario can better represent the utilization that ¢aa buffer size, ang is the mean on time. Define the statistical
be achieved by our CAC scheme. multiplexing gain to be the ratio of the bandwidth required to
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Fig. 2. Cell loss ratio of traffic type 1 and traffic type 2 in the saturatiodrig- 4. The number of connections of the three traffic types on the link in the
scenario. saturation scenario.
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s el o of traff sandih it “both the clr of the aggregate traffic and the clr of each traffic

1g. o. ell loss ratio of traffic type andt eaggregate traffic in the saturati il H H

canario. Wpe are controlled within the. desired bound in the moderate

scenario. For ease of comparison, only the clr of the aggregate

) ) ) ) traffic is presented. Figs. 6 and 7 show the clr of the aggregate

support the same number of connections in the simulation Usipgssic and the number of each traffic type on the link.

the effective bandwidth approach to the link capacity, which in- o ayerage statistical multiplexing gain of 2.1 is achieved in

dicates the bandwidth required by our CAC scheme. An averagg moderate scenario, with an average utilization of 0.68. Com-

statistical multiplexing gain of 2.7 is achieved in the saturatiqflyred with the saturation scenario, link utilization decreased by

scenario. 0.08. CLR observed in the moderate scenario also decreased.
) This is a natural consequence of the decreased utilization. In our
C. Moderate Scenario measurement-based CAC scheme, the estimated mean traffic

In this scenario, we study the case where connections of eaate is greater than its true value in most cases. While such an
type arrive at a moderate rate. The mean values of connect&mrangement can ensure robust QoS guarantees, as a penalty, it
arrival rates of type 1, type 2, and type 3 connections are 0.202ll inevitably result in false rejections of connections. In the
0.756, and 1.512 call/s, respectively. All other parameters aaturation scenario, the false rejections are compensated by high
chosen to be the same as those in the saturation scenario. Agannection arrival rates, thus the utilization is unaffected. How-
the simulation was run for 10 000 s. Simulation results show thater, in the moderate scenario, the decrease in utilization is in-
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25 Cell loss ratio of the aggregale trafic in the moderate scenario (Te-008) o Moving average of ohserved utilization in the saturation scenario
’ < Maoving average of observed utilization in the under-declared mcr scenaric
O Moving average of observed utilization in the over-declared mcr scenaria
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Fig. 6. Cell loss ratio of the aggregate traffic in the moderate scenario.
Fig. 8. Impact of inaccuracies in declared mcr on utilization.

¢ 10Kbps call number

o Ta0kons el mumber Our scheme requires that traffic sources declare their mean
0 cell rates and peak cell rates. The impact of inaccuracies in the
declared mcr and pcr is studied separately in this section. The
simulation parameters are the same as those in the saturation
scenario unless otherwise specified. For comparison purposes,
utilization shown in this section is the moving average of ob-
served utilization, average window size is 500 s; clr at tinse

the ratio of the total number of cell losses occurred in the in-
terval [0, t] to the total number of cells offered to the link in the
same interval. For ease of comparison, only the clr of the aggre-
gate traffic is considered in this section.

A. Impact of Inaccuracies in the Declared Mean Cell Rate

In this subsection we study the impact of inaccuracies in the
declared mean cell rates on the performance of the CAC scheme.
Two more scenarios are considered in this subsection. In one

0 0.25 03 075 e (s mm;) scenario, referred to as the over-declared mcr scenario, the de-

‘ clared mean cell rates of all three traffic types in the traffic con-
Fig. 7. The number of the three traffic types on the link observed in thtt!.;act are set to be 1.5 times their actual values. In the other sce-
moderate scenario. nario, referred to as the under-declared mcr scenario, the de-
clared mean cell rates are set to be 0.5 times their actual values.
The performance of the CAC scheme in the saturation scenario,

evitable. The safety margin can be chosen to be smaller tot X
) o7 he under-declared mcr scenario and the over-declared mcr sce-
achieve better utilization, but as a penalty, the degree of cer-

tainty of the CAC scheme with regard to QoS guarantees wﬂ?”.o is compared, . e
; ¥ . . Fig. 8 shows the moving average of the observed utilization in
be decreased in the presence of high connection arrival rate

the three scenarios. Fig. 9 shows the clr of the aggregate traffic.
Comparing the utilization and the clr in the three scenarios, it is
observed that varying the declared mcrin such alarge range only
results in very small variation in utilization, i.e., less than 0.01,
In Section V, traffic parameters specified by the traffic sourcesd slight variation in clr. These results indicate that our CAC
are tight and accurate. However, this is impossible in real netheme is robust against inaccuracies in the declared mcr. This
works. Therefore, it is essential for a CAC scheme to be robushot unexpected, because inaccuracies in the declared mcr only
against inaccuracies in the declared traffic parameters. In thisve a localized effect on the performance of the CAC scheme,
section, we study the performance of our CAC scheme whtmat is, its impact is limited to one clrf update interval following
declared traffic parameters are not tight. which the declared mcr will be replaced by the measured value.

VI. ROBUSTNESS OF THECAC SCHEME
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Fig. 9. Impact of inaccuracies in declared mcr on cell loss ratio.

o Cell 0ss ratio of the aggregate traffic in the saturation scenario (1e-008)
<& Cell loss ratio of the aggregate traffic in the under-declared pcr scenario (1e-008)
O Cell loss ratio of the aggregate traffic in the over-deciared pcr scenario (12-006)

B. Impact of Inaccuracies in the Declared Peak Cell Rate ’ /ef'v
In this subsection, we study the impact of inaccuracies in tI° M
declared pcr on the performance of the CAC scheme. In contr
to the mcr for which inaccuracies in the declared value on 7’\\ /\/_%\f/ —
have localized effects, the inaccuracies in the declared pcr hi° / \f/ /‘*\—J
long term effects on the performance of our CAC scheme as p—
/v\\.r\

will persist for the duration of the connection. Hence, it is ver /
important that the CAC scheme be robust against inaccurac’

I e
~—F
in the declared pcr. s A\l /‘// _g/&JJ_

To assess this problem, we consider two new simulation st HM\/ [ﬂ\s\ /?(
narios. In the first scenario, referred to as the over-declared |* ’/ =
scenario, the declared peak cell rates of all traffic types in t,
traffic contract are set to be two times their actual values, ar
in the second scenario, referred to as the under-declared pcr‘ T T T
nario, the declared peak cell rates are setto be 0.75 times the ° o ” o time (sec) (x100001)
tual values. The performance of the CAC scheme in the satura-
tion scenario, the under-declared pcr scenario, and the over-fge-11. Impact of inaccuracies in declared pcr on cell loss ratio.
clared pcr scenario is compared.

Fig. 10 shows the moving average of the observed utilizaffects makes link utilization less sensitive to the changes in
tion for the three scenarios. Fig. 11 shows the clr of the aggtee declared pcr. When traffic sources under-specify their peak
gate traffic. In the under-declared pcr scenario, an increasecefl rates the reverse process occurs. It is this mechanism which
0.01 in utilization and a slight increase in clr were observethakes our CAC scheme robust against inaccuracies in the de-
In the over-declared pcr scenario, utilization decreases by 0@ared pcr.
and clr decreases to half of its value in the saturation scenarioSimulation results and analysis presented in this section show
These results are very encouraging, i.e., although the declatieat the proposed CAC scheme is robust against inaccuracies in
pcr is varied over a large range, the link utilization and clr do ndeclared traffic parameters. This feature is very attractive for
suffer significantly. These results indicate that the CAC schemeal applications as it lessens the burden on traffic sources to
is able to achieve a good performance even when the declatigtitly characterize their traffic parameters. In the simulation,
pcr is very inaccurate. We offer the following explanation fowe assume that all traffic sources underspecify or overspecify
the robustness of the CAC scheme against inaccuracies in tineir traffic parameters. This assumption is only used to estab-
declared pcr: over-specifying the pcr will usually decrease lifish the performance of the CAC scheme against inaccuracies in
utilization, but it also causes the estimated activity parametfe declared traffic parameters. In real networks, the inaccura-
p in our CAC scheme to drop by the same percentage, whicies in the declared traffic parameters will possibly offset each
leads to an increase in utilization. The combination of these twther and hence make the sum of the declared traffic parameters




MAO AND HABIBI: LOSS PERFORMANCE ANALYSIS FOR HETEROGENEOUSN-OFFSOURCES 135

TABLE 1I VIIl. CONCLUSION
TRAFFIC RATE OF THE M-JPEG ENCODED MoOVIES (bytes/frame)

In this paper, we proposed the cell loss rate function for

Type | Name | peak rate | mean rate studying cell loss in the bufferless fluid flow model. The
1 Sleepless in Seattle 16617 9477.6 clrf enabled us to decompose the complex analysis of the
2 Crocodile Dundee 19439 10772.9 multiplexing of traffic sources into simpler analysis of indi-
3 Home Alone, II 22009 11382.8 vidual sources. Furthermore, stochastic ordering theory was
4 Jurassic Park 23883 11363.0 used to analyze the clrf. The introduction of the stochastic
5 Rookie of the Year 27877 12434.9 ordering theory not only simplified the theoretical analysis but
S ot Shoff,eliirt Duox ggggg g%ﬁ also made it possib!e to.extend the application of theoretical
3 Beauty and the Beast | 30367 126615 analysis presented in this paper to a broader area. Based on

the clrf and the stochastic ordering theory, loss performance of
heterogeneousN-OFF sources was studied. A cell loss upper
more accurate. Therefore, in real applications, the impact of ipeund for heterogeneowus\-orFFsources was proposed which
accuracies in declared traffic parameters will possibly be evaray simplify both theoretical analysis and computation. We
less severe than that presented in this section. believe this theoretical analysis forms a good basis for studying
ON-OFFsources in the bffm. The methodology presented in this

VII. APPLICATION OF THECAC SCHEME TOREAL TRAFFIC ~ Paper also constitute a good starting point for studying other
SOURCES traffic source models in the bffm.

. . . The proposed upper bound can be applied to both param-
In the previous section, we studied the performance of oy .
. ) eter-based CAC and measurement-based CAC. In this paper,
CAC scheme using the exponentiaN-OFF source model.

In this section, we will further study the performance of ouf’ used the upper bound to design a measurement-based CAC.

CAC scheme using variable bit rate video sources. EigManypracticalfa.ctors_were_considered inthedesign ofthe CAC
Motion-JPEG (M-JPEG) encoded movies are used in the Siﬁ{:_herpe..Ex'_[enswe simulation studies were carried out which
ulation. Accordingly, there are eight traffic types. Connection€e indicative of good performance of the CAC scheme. Our
of each type have an exponentially distributed duration wifyAC Scheme proves to be robust against inaccuracies in de-
a mean of 100 s. Connection arrival process of each trafgtared traffic parameters and capable of achieving high link uti-
type is a Poisson process with a mean of 1 call/s. Whenlization. The proposed CAC scheme has many attractive fea-
connection of a given type is admitted, it starts reading tﬁéres which make it suitable for implementation in real ATM
corresponding M-JPEG encoded movie file from the beginnirtgtworks.

and generates traffic according to the movie file. The statisticsThe loss performance analysis presented in this paper is a
of the M-JPEG encoded movies are shown in Table Il. Tiateady-state analysis, thus the proposed upper bound consti-
frame rate of the M-JPEG encoded movies is 30 framesfigtes the worst case in terms of average loss performance. The-
Details about the M-JPEG encoded movies can be foundaretically speaking, the average loss performance constraints
[34]. The traffic rate unit: is chosen to be 7.288 Mb/s, which ismay not be meaningful, if the aggregate traffic exhibits long
the maximum pcr of the video sources. An OC3 link is used iange dependence. Specifically, if the aggregate traffic exhibits
the simulation. The measurement window size is chosen to |bﬂg_range dependence although average performance may be
0.10 s. Clrf update period is chosen to be 0.2 s. Safety margidemed to be fine, there may be rare periods of time in which
« is chosen to be 0.5. The cell loss ratio objective is Chosenﬁ@rformance is consistently poor.

be _10__4- The simulation is run for 6 000 s. An average link owever, there is considerable debate about the impact
utilization of 0.65 is achieved in this scenario while the cell¢ |ong.range dependent traffic on bandwidth allocation and
loss ratio is controlled within the desired region. The achiev twork performance [35]-[38], especially the impact of

utilization is smaller that that achieved using the eXponentiﬁng-range dependent traffic on the performance of a measure-

ON-OFF SOUrces. There are mainly two factors_ affecting thr‘:f‘1ent-based CAC scheme [22], [25], because the time scale of
utilization. First, the peak cell rates of the traffic sources &ifterest in real applications is limited. For measurement-based
close to 10% of the link rate. As a rule of thumb, when th PP i

peak cell rates of the traffic sources are close to 10% of the IingC’ C;r(z;,sglausen a!{. [2t2],ﬁ[25f} |d?ntl[fy a cnlt ical tlrtngscale
rate, the statistical multiplexing gain which can be achieved such that aggregate traffic fluctuations slower tancan

is small. Second. then-oFFsource model at the basis of ouP€ tracked by the admission controller and compensated for by
CAC scheme is the worst case among all traffic sources witqnnection admissions and departures. Following their anal-
the same peak and mean. In this scenario, each video sol§ls only those traffic fluctuations with time scale greater than

is modeled by aroN-OFF source, which is actually the worstmeasurement window siZg,, but less tharil;, will threaten
case of the real source. This will also result in lower utilizatiodhe performance of our CAC scheme. Our CAC scheme is
It is worth noting that the aggregate traffic in this simulatiofhased on an upper bound, i.e., it will over-allocate bandwidth.
scenario presents significant self-similar behavior with a Hurhus, we consider that if traffic fluctuations with time scale
parameter of 0.7 [29]. Therefore, it is possible that the proposgteater than measurement window size but less tharf;, are
measurement-based CAC scheme can be applied to self-sinilegligible, or their bandwidth requirement can be satisfied by
traffic. Further study is required to clarify this problem. over-allocated bandwidth, then long-range dependent traffic
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will not affect the performance of the proposed CAC scheme. F,(Lpl""’p”)(y) < ;¥ (y) holds for the case when = £,
Otherwise, the proposed CAC scheme will fail to provide QoS i.e.

guarantees in the presence of long-range dependent traffic. The

impact of the long-range dependent traffic on the performance FP) () < FP(y), foranyy € R

of our measurement-based CAC is in fact also a problem )

for almost all measurement-based CAC. Further studies 4fB€rép = (p1 + --- + pi)/k. Let us consider the case when
required to clarify this problem. n =k +1. It can be shown that

F(Pl:~~~7pk+l) (y)

k—+1
APPENDIX A _ plonene) f(p’““)(u)

In this appendix, we shall prove Theorem 1. First we intro- lzp1+m+pk) : .
duce a lemma which will be used in the proof. SE T s 1) (y)

Lemma 2: Let X;, X5 be two independer@N-OFFsources [ NG e it L RS A it T (Prs1)
with peak cell ratesy; x per, (1 — ;1) X per, and activity {Fk—l *fi } *fi )
parameterg, p2, respectively, wheré > «; > 0.5. LetY; (Pt o (Bt tegy
andY> be two independeriN-oFFsources with peak cell rates = |:Fk—1 R Pl } )
ag X per, (1 — az) x per, and activity parameterg , ¢z, re- (k) PLE tPn
spectively, wherd > ay > 0.5. Moreover,E(X; + X,) = < ! = BEL) *f(pﬁ"""ﬂk)(u)
E(Y: +Y2) anday < as. ThenX; + Xs < Y1 + Y2 if and sk ! -
onlyif pipo <qrgzandpy +p2 —pipe 2 1+ 2 —quge. T

See [30,Ch. 3] for a proof. Define a sequence; so that the above procedure can be ex-

Let us now start the proof of Theorem 1. pressed as

Proof: It is easy to show that ( )
B ()
s(yx) =2 (S < B4 [0
i=1 =1 /e e e,
(a:) (@i—1)
Then, from Lemma 1, it suffices to show that the cIrof._, Y; = he )
is greater than or equal to that Bf-_, X; for any real value. oo
The proof is by induction om. It can be shown that
1) Firstlet us consider the case where- 2. We must show (i — Dai_1 + a;
. t—1 1—2
that the cIrf of X; + X5 is less than or equal to that of a; = ;
Y; + Y2, where X, X, are two independent heteroge- pi+ -+ i
neous Bernoulli source with activity parametexs p», ap =pr+1 and ay = 5
and the same peak cell rate pcr respectively; End . . .
are two homogzneous BernoSIIi sourr;:es witr{ activity pa°'Ving fora;, when = 2, we obtain
— i—1
;izlv?/;ea;t (p1 + p2)/2 and peak cell rate pcr. It can beai _pteetm 1o (~1)
k E+1
P’ = (1 Fp2)” "ZPQ)Q 2 pip2. % <w _pk+l> )
Then, from2p = p; + p2, we are able to conclude that Thus, it can be shown that
i oy o _ Pt t e
1im a; m a;_1 _ .
2p—p° < p1+p2 — pipa- imoo - imeo k+1

This means that, when the above process goes on and on, the
Using Lemma Z«; = a2 = 0.5), it can be shown thhat activity parameters of thehomogeneous Bernoulli sources and
the single Bernoulli source in the above equations will converge

X1+ X9 <ex Y1+ 5. to ((p1 + -+ -+ pry1)/(k + 1)). So it can be concluded that
That i A F(f‘l:---:Pk«}»l)(y)
atis, the clrf ofX; and X; is less than or equal to that k+1
of Y1 + Y5. < F@“lff’““) *f(P”';,ff’““)( )
2) Let Fé,f’h'"’f’”(y) represent the clrf of. heterogeneous = kp1+~~+pk+1 L 4
Bernoulli sources. Théth Bernoulli sourceX; has an = F}ET)@).

activity parametep; and a peak cell rate pcr. L& (y)

represent the clrf oh homogeneous Bernoulli sourcesTherefore, from the supposition théﬁp)(y) > F,(L“"“’P”)(y)
where each Bernoulli source has an activity parameteolds for the case whem = k, we derive the conclusion that
p=(p1+---+p.)/nand apeak cell rate pcr. Supposehe inequality holds for the case when= £ + 1.
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Combining step 1 and step 2, it is concluded that
F®)(y) > F@r=-2)(y), foranyy € R

holds for anyn. [ |

APPENDIX B

In this appendix, we shall prove Theorem 3. First we intro-
duce an important lemma which will be used in the proof of
Theorem 3.

Lemma 3: Let X;, X5 be two independermdN-OFFsources
with peak cell ratesy; x per, (1 — «1) X per, and activity
parameters, p2, respectively, wher®.5 < «; < 1. Let
«o be any value satisfying; < «s < 1. Then there exists
two independenbN-OFF sourcesYs, Y> with peak cell rates
g X per, (1 — ap) X per, and E(Y; 4+ Ys2) = E(X; + X)),
such thatX; + X, <., Y1 + Y5.

See [30, Ch. 3] for a proof.

This lemma is used in proving Theorem 3 which is on het-
erogeneou®N-OFF sources. We shall now begin the proof of
Theorem 3.

Proof: Theorem 3 is proved using the induction method.

1) Let us consider the case when= 1, thenm = 1.
We must show thak; <., Yi, whereX; is anON-OFF
source with peak cell ratecr; and mean cell ratencry,
andY; is anoN-OFFsource with peak cell ratecr > pery
and mean cell ratewcr; . Thisin factis a direct application
of Theorem 2.

2) Supposing inequality (8) holds for the case whes £,
we must show that inequality (8) also holds for the case
whenn = k + 1.

First we point out that, sinceiax{pcr,...,pcr;} <
max{pcry,...,pcry, f,  from our  supposition
that inequality (8) holds forn = k& and per >
max{pcry,...,pcr,}, it naturally follows that it also
holds forn = k andpcr > max{pcr;,...,pcrg ;}
Now let us consider the twoN-OFF source X; and
Xy+1, we shall consider the following two cases.

a) Whenpcr,, + pcry,; < per, using Proposition 1,

it can be shown that

Xk + Xk-l—l <ev Z

where Z is an ON-OFF source with peak cell rate
pcr, = pery, +pery,; and mean cell rateicr; =
mery + mcrg41. Then, applying our supposition

for k oN—-OFFsourcesXy, ..., X_1,Z, it can be
shown that inequality (8) holds for tliel-1 ON-OFF
sourcesXy, ..., Xy41, i€,

X1+ o+ X0+ X+ X
<CVX1+"'+Xk—1 +Z
<chi+"'+Ynlk+1

where

k—1 k+1
> oy per; + pcrzw _ Fﬁ;’l pcrﬂ

mi. =
kot ’V pcr pcr

137

and Yi(i—1,..m.,,) IS an independenON-OFF

source with peak cell rate pcr and mean cell rate
k41

mer = (X0 mer;)/(masa)).

b) Whenpcr;, + pery,; > per, using Lemma 3,

we are able to find two independemiN-OFF
source Z; and Z»,Z; has a peak cell rate
pcry, = pery, + pergyy — per and a mean cell
ratemcr, , Z» has peak cell rate pcr and mean cell
ratemcry,,mcryz, + mMcrz, = ICry + MCTx41,
such that

Xk + Xk—l—l <eov Zl + ZQ-

Herepcr > max{pcry, pcryy b iS equivalent to
the condition in Lemma 3 that; < «x».

From pcr > max{pcr;,...,pcry  }, it is
guaranteed thapcr > pcry . Then apply our
supposition for the: independenbN-OFFsources
Xl, - 7Xk717 Z1, we obtain

X1+"'+Xk—l+Z1 <Cv)\]“i""‘i_)‘rn;v

where
B k—1
;| 2oims per; + PCTZI-‘
mk =
pcr
[ ~—k+1
_ Ei:l pcr; — pcr
pcr
[ ~—k+1
_ 2img PCr; -1
pcr
andX;(i=1,..., m.) is an independer@N-OFFsource

with peak cell rate pcr and mean cell rate

k—1
2=y Pty +merg,

/
my

mcry =

Here we note thaﬁi(izlr_”m;’) and Z, have the
same peak cell rate pcr, so, using Theorem 1, it can
be shown that

)\1+"'+)‘7n;v+Z2 <CVY1+"'+Y'"“~'+1

where

k+1
. pcr,
ma — m/‘ 1= Ez—l 7
k+1 ke + —pcr

and Yii=1, . m.,,) IS an independenON-OFF
source with peak cell rate pcr and mean cell rate

k—1

> i1 per; +mcrz, + mcrg,
Me41
k—+1
_ Ei:l pcCr;
Me+1

MCr =

So, from the supposition that inequality (8) holds
forn = k, we arrive at the conclusion that it should
also holds fom = k£ + 1.

Combining 1 and 2, we conclude that (8) holds
for all n. [ |
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