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Absfroct-To date, many Connection Admhsion Contml (CA0 Schemes 
have been pmpnsed. These scheme can he generally classified into two cat- 
egories: measurement-based CAC and traffic descriptor-based CAC. Both 
categories adopt an open-Imp arehitecture where traffic parameten am oh- 
tained fmm either on-lhe measurements or user-speci6cations and then in- 
put into a chosen traffic and network model to make connection admission 
decisions. No performance feedback is provided to the CAC scheme. How. 
ever, no traffic model cam he claimed to be accurate for all traffic soulces 
(e.g. voice traffic, data traffie, viden traffic) under all network scenarios 
(e.g. heavy traffic scenario or light traffic scenario). Modelling ermn and 
traffic parameter ermm are inevitable. A0 open-loop CAC scheme lacks 
the ability to account for modelling e r "  and adapt to changing network 
conditions to achieve an optimum performance. In this paper, we proposed 
a closed.loop amhitxture for connection admission contml. The imple- 
mentation of the closed-loop architecture in designing a closed-loop CAC 
scheme is illustrated Simulation results indicate that the closed-lwp arehi- 
tectum w able to overcome the inherent drawhacks of an open-lwp CAC 
scheme to achieve better performance. 

I. INTRODUCTION 

To date, many Connection Admission Control (CAC) 
schemes have been proposed. A comprehensive overview OF 
the proposed algorithms can be Found in [l], [Z], [3], [4]. 
These schemes can be generally classified into two categories: 
measurement-based CAC and traffic descriptor-based CAC. 
Traffic descriptor-based CAC uses the a priori characterization 
provided by traffic sources at connection setup phase to com- 
pute the worst-case behavior of all existing connections in ad- 
dition to the incoming one. Performance of traffic descriptor- 
based CAC relies on the accuracy of parameters provided by 
sources. However, it is difficult For the user tu accurately charac- 
terize such parameters as mean traffic rate and maximum burst 
size. Moreover, in order to provide a tight Quality-of-Service 
(00s) guarantee, traffic descriptor-based CAC has to allocate 
bandwidth according to the worst case behavior of connections. 
Network utilization under this scheme is acceptable when traf- 
fic flows are smooth; when traffic flows are bursty, however, it 
will inevitably result in low utilization [SI. Measurement-based 
CAC uses the a priori traffic characterizations only for the in- 
coming connection and uses measurements to characterize exist- 
ing connections. Therefore, network utilization does not suffer 
significantly if the traffic descriptions are not tight. However, 
because source behavior may be non-stationary, it is difficult 
for measurement-based CAC to obtain accurate online measure- 
ments. Measurement-based CAC can only deliver significant 
gain in utilization when there is a high degree of statistical mul- 
tiplexing. 

The proposed CAC schemes, whether measurement-based or 
traffic-descriptor based, have a common feature that they are all 

Fig. 1. Architecture of open-loop CAC schemes 

open-loop CAC schemes in the sense that there is no perfor- 
mance feedback in the system to allow the CAC scheme to ad- 
just its parameters to achieve the optimum performance. They 
can be generally described by the two open-loop architectures 
shown in Fig. 1. 

Most CAC schemes adopt the architecture of Fig. l.(a). They 
obtain traffic parameters from either online measurements or 
traffic sources. These parameters are then input into the cho- 
sen traffic and network model to carry out performance analy- 
sis. Based on the performance analysis of traffic sources in the 
network model, either an estimate of QoS parameters when the 
new connection is admitted, or an estimate of the residual band- 
width unused by existing connections, or an admissible region, 
is obtained. If the QoS parameters when the new connection 
is admitted satisfy QoS objectives, or the residual bandwidth is 
greater than the bandwidth requirement of the new connection, 
or the number of connections falls within the admissible region, 
the new connection is admitted. Otherwise, the new connection 
is rejected. 

There are several other measurement-based CACs based on 
an in-service QoS monitoring algorithm. They adopt the archi- 
tecture of Fig. l.(b). These CAC schemes obtain an estimate 
of the QoS parameters of existing connections through an in- 
service QoS monitoring and estimation algorithm. These QoS 
parameters are then used to estimate the residual bandwidth. If 
the residual bandwidth is greater than the bandwidth require- 
ment of the new connection, the new connection is admitted. 
Otherwise, the connection is rejected. 

There are inherent drawhacks in these open-loop architec- 
tures. The performance of a CAC scheme based on an open- 
loop architecture relies on accurate traffic and network models, 
accurate model parameters, and accurate loss performance anal- 
ysis. As a quick review of the existing literature indicates, no 
traffic model can be claimed to be accurate for all traffic sources 
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Fig. 2. Architecture of closed-loop CAC schemes 

(e.g. voice traffic, data traffic, video traffic) under all network 
scenarios (e.g. heavy traffic scenario or light traffic scenario). 
Modelling errors, traffic parameter errors and errors in perfor- 
mance analysis are inevitable. An open-loop CAC scheme lacks 
the ability to account for these errors and adapt to changing net- 
work conditions to achieve the optimum performance. 

In this paper, we propose a closed-loop architecture to over- 
come the inherent drawbacks of an open-loop CAC scheme. The 
rest of the paper is organized as follows. In section 11, we present 
a closed-loop architecture for CAC scheme; the implementa- 
tion of the closed-loop architecture in designing a closed-loop 
CAC scheme is introduced in section 111; simulation study is 
performed in section IV; and finally some conclusions and fur- 
ther research are given in section V. 

11. CLOSED-LOOP ARCHITECTURE FOR CAC 

The proposed architecture is shown in Fig. 2. The upper half 
of the figure is an open-loop CAC algorithm. An in-service QoS 
monitoring and estimation (ISME) unit is introduced in the sys- 
tem. The ISME unit online monitors and estimates the network 
performance achieved by the CAC scheme. This information is 
then used by a control system to control the performance of CAC 
algorithm. If CAC algorithm is too tight, the control parameters 
in the CAC algorithm are adjusted such that more resources are 
allocated to existing connections and vice versa. With a little bit 
abuse of terminology, we refer to it as a closed-loop architecture 
in the sense that performance feedback is provided in the sys- 
tem, through a control system, to allow the CAC algorithm to 
adjust its parameters to achieve the optimum performance. 

Due to the real-time requirement of connection admission de- 
cisions, the open-loop CAC algorithm in the closed-loop archi- 
tecture should be a CAC scheme that can function independently 
without waiting for samples of ISME information. Moreover, 
performance parameters monitored by the ISME unit are sta- 
tistical parameters (e.g. cell loss ratio (CLR), cell transfer de- 
lay (CTD) and cell delay variation (CDV) ) and measurement 
errors are also inevitable in ISME. Therefore, one or two sam- 
ples of ISME information are insufficient to make decisions on 
whether the CAC scheme is tight or not. Thus the CAC scheme 
should not respond to one or two samples of ISME information 
too quickly. Instead, control system should change the control 
parameters gradually through small adjustments such that the 
CAC scheme converge to the optimum performance asymptoti- 
cally. 

This requirement is also based on the assumption that when 
the CAC scheme has reached a stable state, the corresponding 
values of the control parameters are indications of the network 
states (e.g. heavy traffic, light traffic, degree of self-similarity, 

etc.) which usually vary slowly with time. Therefore, a slowly- 
responding CAC scheme (i.e. with response time on the order of 
seconds) is enough to track network states and adapt to changing 
network conditions to achieve an optimum performance. 

111. IMPLEMENTATION OF THE CLOSED-LOOP 
ARCHITECTURE 

In this section, we shall illustrate the implementation of the 
closed-loop architecture in connection admission control. The 
open-loop CAC scheme presented in [6] is chosen as an example 
to implement the closed-loop architecture. The CAC scheme in 
[6] is cited here for completeness. 

A. Connection admission control scheme 

Exponential on-off source model is used in [6]. A traffic 
source XI, is characterized by its peak rate pCrk and mean 
rate mmk. Assuming there are n independent traffic sources 
X I ,  . . . , X ,  on the link, the traffic rates of the traffic sources are 
normalized by U = maz{pcrl,pcrz, ..., pcrn}. A cell loss rate 
function (clrf) is computed from the n traffic sources. 

where f(z) is a binomial function: 

and m = 
rate of source Xk. p is determined by: 

PCRkj and PCRk is the normalized peak 

(3) 

where r is the mean rate of the aggregate traffic obtained from 
online measurements, and a is called the safety margin which 
is determined from the measurement period. If a new connec- 
tion X,+1 with normalized peak rate PC&+1 and mean rate 
MC&+1 arrives, the CLR, if the new connection is admitted, 
is estimated as follows: 

(1 - MCR,+i)F(C) + MCR,+iF(C - 1) 
. (4) clr = 

F(O) + MCR,+l 

where C is the normalized link capacity. If the estimated CLR 
is less than the CLR objective then the connection is admitted; 
otherwise the connection is rejected. 

In the aforementioned CAC scheme, the safety margin a is 
a control parameter that controls the performance of the CAC 
scheme. For a large value of a, the CAC scheme will perform 
conservatively such that less connections are admitted and per- 
formance objective is tightly observed; for a small value of a the 
CAC scheme will perform aggressively such that more connec- 
tions are admitted. Fig. 3 shows the variation of the performance 
parameter CLR with the safety margin, which is obtained from 
a group of simulations using the same heterogeneous on-off 
sources but different safety margin parameters. Fig. 3 demon- 
strates qualitatively that by controlling the safety margin a, the 
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Fig. 3. Controlling effect of the safety margin 

performance of the CAC scheme can be controlled. However, 
depending on the traffic sources being used, the exact relation- 
ship between CLR and the safety margin cy may be different 
from that shown in the figure. The safety margin (Y is chosen as 
the control parameter in the closed-loop architecture. 

It is worth noting that in some other measurement-based CAC 
schemes, there are similar parameters which can be used to con- 
trol the performance of connection admission control schemes. 
Lee summarizes some features of those measurement-based 
CAC schemes [7]. Even for those schemes which do no nat- 
urally have such control parameters, they can be easily modified 
to embed the control parameter. For example, the mean rate m 
can be modified as ( 1  +a)m or m+au, where U is the standard 
deviation of traffic rate. Therefore, the proposed closed-loop ar- 
chitecture is of general significance for CAC scheme design and 
can be implemented in a variety of CAC schemes. 

B. In-sewice QoS monitoring and estimation scheme 

An ISME scheme is designed to monitor the CLR perfor- 
mance online. One potential problem for ISME is that CLR 
is often specified in terms of the probability of occurrence of 
certain rare events. For example, in ATM networks CLR is of- 
ten specified to be as small as lo@. Monitoring using direct 
statistical methods is impractical for such small CLR. As an ex- 
ample, in an OC3 link with a link utilization of 0.5 and a CLR of 
lo-', at least 10 billion ATM cells have to be monitored before 
any statistically meaningful information can he obtained (It is 
assumed that at least 10 cell loss samples have to be observed to 
obtain any statistically meaningful information). This will take 
15 hours. The statistical information obtained after such long 
monitoring period may be obsolete and the network manage- 
ment system's reaction may be too late. Even in a network with 
a moderate CLR, an ISME scheme with a much reduced moni- 
toring period than the direct monitoring method is still desirable 
to provide faster system response. 

To address this problem, an ISME scheme using virtual buffer 
techniques is proposed [8]. The basic idea is to use the cell loss 

Fig. 4. System model of the CLR estimation algorithm 

ratios observed from several virtual buffers with much smaller 
buffer sues than that of the real buffer to estimate CLR of the 
real system. Since virtual buffers have much smaller buffer 
sizes, the cell loss ratios in the virtual buffers are much larger 
than that of the real buffer. In order to obtain statistical mean- 
ingful observations of the cell loss ratios of these virtual buffers, 
fewer cells need to be observed compared to those required for a 
large real buffer. Hence the observation of the cell loss ratios of 
the virtual buffers requires much less monitoring period. Then 
based on the asymptotic relationship between CLR and buffer 
size for both Markovian traffic [9], [lo], [ll] and self-similar 
traffic [12], [13], [14], [15], the cell loss ratios observed in these 
virtual buffers are used to obtain an estimate of CLR in the real 
buffer. Therefore much less monitoring period is required in the 
proposed ISME algorithm to obtain an estimate of CLR in the 
real buffer than that using direct monitoring method. It is worth 
noting that since the size of  the virtual buffer is smaller than that 
of the real buffer, a virtual buffer can be simply implemented as 
a counter. The value of the counter varies between a threshold, 
which is the size of the virtual buffer, and zero. The counter is 
incremented by one with each cell arrival. When the threshold 
is reached, further cell arrivals are considered as lost and the 
counter remains constant at the threshold. At the same time, the 
counter is decremented by one with each cell departure in the 
real buffer. Therefore the implementation of virtual buffers will 
not add too much burden onto the real system. 

Fig. 4 shows the system model using virtual buffers. Four 
virtual buffers are employed in the algorithm. Denote by B1, 
Bz, B3, B4 the sizes of the four virtual buffers. El ,  Bz, B3, B4 
are chosen such that: 

Bi < Bz < 8 3  < B4 << B, 

where B is the size of the real buffer. Denote by drt,  clrz, cl.2 
and clr: the cell loss ratios observed in the four virtual buffers 
1 ,2 ,3  and 4 respectively at discrete timet. These cell loss ratios 
of the virtual buffers are used to obtainan estimate of the CLR 
in the real buffer, which is denoted by drt. 

Simulation results using both exponential on-off source 
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buffer size. However buffer size and bandwidth are exchange- 
able network resources under certain conditions. Therefore a 
higher bandwidth utilization should be achieved in a network 
with a large buffer size. We expect that the closed-loop CAC 
scheme is able to overcome the restrictions of model error and 
achieve higher bandwidth utilization in a network with a large 
buffer size. Therefore, a large buffer size of 1,000 ATM cells is 
chosen in this section for comparison. 

A. Simulation using exponential on-off sources 

C0""Ol synrm 

Fig. 5. Architecture of the control system 

X(s-l) P W ( k b l S )  
type 1 10 100 
type2 50 50 
type3 100 10 

model and real self-similar variable-bit-rate (VBR) video 
soorces showed that the proposed ISME scheme generally gives 
a CLR estimate that is accurate within one order of magnitude of 
the true value. The required monitoring period is reduced from 
several hours using direct monitoring method to several seconds. 

C. Control system design 

The control system is designed to control the safety margin 
a using the CLR estimation from ISME. A fuzzy-knowledge- 
based-controller (FKBC) with a center average defuzzifier, 
product-inference rule and and singleton fuzzifier [16] is used. 
Fig. 5 shows the architecture of the control system used in the 
closed-loop CAC scheme. 

The CLR estimate made by the ISME unit at discrete time 
t, denoted by z, and the CLR objective, denoted by clr,bJ, 
are used as inputs to the control system. The output of the con- 
trol system is the safety margin cy, which can be used to control 
the connection admission and bandwidth allocation in the CAC 
scheme. 

Based on the observation that CLR of the system is lower 
than the CLR objective does not necessary imply that the CAC 
scheme is conservative, it can also be caused by low call arrival 
rate, the call blocking ratio is also taken into account in the con- 
trol system design. Here call blocking ratio is defined as the 
ratio of the number of calls rejected by the CAC scheme to the 
number of connection requests&ring the same CLR monitoring 
period when CLR estimation clrt is made. Only when the CLR 
of the system is lower than the CLR objective while a non-zero 
call blocking ratio is observed, it means that the CAC scheme 
is conservative. Thus the safety margin parameter of the CAC 
scheme needs to be changed such that less bandwidth is allo- 
cated to existing connections. Estimation errors of ISME unit 
are also taken into account in the design of the FKBC. 

IV. SIMULATION STUDY 

For comparison purpose, the same simulation scenarios as 
those in [6] are employed. Simulation parameters are chosen 
to be the same as those in [6] except that a large buffer size of 
1,000 fU'M cells is chosen as opposed to 20 cells in [6]. This 
large buffer size is used to establish the ability of the closed- 
loop CAC scheme to overcome the restriction of model error. 
The open-loop CAC scheme reported in [6] is based on a buffer- 
less fluid flow model. In a network with a large buffer size it 
fails to efficiently utilize the large buffer size due to the restric- 
tion of the bufferless fluid flow model. The CAC scheme re- 
ported in [6] achieves the same bandwidth utilization in a net- 
work with a large buffer size as that in a network with a small 

i a ( s )  r(3) 
0.424 3.816 
0.424 1.696 
0.424 0.424 

The simulation was run for 20,000 seconds. Fig. 6 shows the 
observed CLR, and Fig. 7 shows the variations of safety margin 
parameter in the simulation. 

Fig. 7 shows that under the control of the FKBC, the safety 
margin a starts from a conservative guess of a = 0 and arrives 
at a stable value of around -0.40. With the decrease of safety 
margin, the utilization achieved by the CAC scheme rises from 
an initial value of around 0.79 to 0.88. During this process, an 
increase in CLR is also observed. However the CLR is success- 
fully controlled below the CLR objective. 

This simulation builds the validity of the .proposed closed- 
loop CAC scheme. Compared with the CAC scheme without 
closed-loop control in [6], network utilization increases from 
0.76 to 0.88. Therefore the closed-loop architecture is able to 
significantly increase network utilization. This increase in uti- 
lization is achieved by utilizing the large buffer in the network 
efficiently. Therefore, this simulation demonstrates the ability 
of the closed-loop CAC scheme to overcome the restriction of 
model error, and achieves better network resources utilization. 
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Fig. 7. Safety margin parameter in the saturation scenario 
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B. Simulation using real VBR video sources 

Home Alone, I1 22009 11382.8 
Jurassic Park 23883 11363.0 

Rookie of the Year 27877 12434.9 

In this section, we will further investigate the performance of 
closed-loop CAC scheme using variable bit rate video sources. 
Eight Motion-PEG (M-JPEG) encoded movies are used in the 
simulation. The statistics of the M-JPEG encoded movies are 
shown in Table 11. The frame rate of the M-JPEG encoded 
movies is 30frames/s.  OC3 link is used in the simulation. 

The simulation was run for 10,000s. Fig. 8 shows the CLR 
observed in this scenario. Fig. 9 shows the variations of the 
safety margin parameter in the simulation. 

When the open-loop CAC scheme in [6] based on buffer- 
less fluid flow model and the on-off traffic source model is ap- 
plied to real VBR video traffic sources, in addition to the er- 
ror caused by the bufferless fluid flow model, the on-off traf- 
fic source model error also affects the performance of the CAC 
scheme. Therefore, the open-loop CAC scheme achieves much 
lower utilization when applied to real VBR video sources. When 
a closcd-loop architecture is applied to the CAC scheme, a uti- 

6 1  Speed 
7 
8 

I Hot Shots, Part Duex 
1 Beautv and the Beast 

~ 
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29385 12374.4 
29933 12766.1 
30367 12661.5 

TABLE II 
TRAFFIC RATE OF THE M-JPEG ENCODED MOVIES (bytes1 f Tame) 

I Type I Name I peak rate I mean rate I 
I 1 I Sleenless in Seattle I 16617 1 9477.6 I 
1 2 I CrocodileDundee I 19439 I 10772.9 1 

Fig. 8. CLR observed in the real traffic source scenario 

lization of about 0.87 is achieved. This utilization is signifi- 
cantly higher than the utilization of 0.65 achieved by the open- 
loop CAC scheme under the same conditions, and is close to 
that achieved by the closed-loop CAC scheme in the saturation 
scenario where on-off sources are used. This simulation demon- 
strated that the closed-loop CAC scheme is able to overcome 
the restriction of traffic model errors to achieve higher network 
resources utilization. It is noticed that although the VBR video 
sources used in the simulation are self-similar [6], the closed- 
loop measurement-based CAC scheme successfully controls the 
CLR below the performance objective. 

v. CONCLUSION AND FURTHER RESEARCH 

In this paper, we presented a closed-loop architecture for con- 
nection admission control. The implementation of the closed- 
loop architecture in designing a closed-loop CAC scheme was 
illustrated. Simulation was performed on the performance on 
the closed-loop CAC scheme. Simulation results showed that 
the closed-loop architecture is able to overcome the inherent 
drawbacks of an open-loop CAC scheme, in which performance 
is limited by the accuracy of traffic and network models as well 
as traffic parameters. Moreover, the closed-loop CAC scheme 
is able to adapt to real traffic conditions to achieve a better per- 
formance. In a real network, heterogeneity, complexity and dy- 
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Fig. 9. Safety margin in the real Uaffic source scenario 

namic nature of network traffic make accurate traffic modelling 
and obtaining accurate traffic parameters very difficult. The 
salient feature of a closed-loop CAC scheme that it is able to 
overcome these model errors, traffic parameter errors and adapt 
to changing network traffic conditions becomes very attractive. 

Currently, the closed-loop architecture is only applied to CAC 
scheme where CLR is the performance objective. Further work 
is being done on online monitoring of other QoS parameters, 
i.e. traffic delay and delay variations, such that more per- 
formance objectives can be satisfied by the closed-loop CAC 
scheme. Moreover, simulation revealed interesting results that 
the closed-loop CAC scheme based on exponential on-off source 
models can meet the CLR QoS performance objective even un- 
der self-similar traffic conditions. Further research is being car- 
ried out on the performance of the closed-loop CAC scheme un- 
der self-similar traffic conditions. 
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