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Abstract-Scheduling scheme for ATM-like input-queued 
crossbar switching fabric in 1P router performs a critical role 
in IP router. However, there is a problem among the existing 
scheduling schemes: when an IP router with a large number 
of outputs (e.g. 64, 128 or more) is connected to ouly a few 
nodes (e.g. 2 or 1 nodes, where the node may be another IP 
router or a switch), the switching capability is not fully utilized. 
In this paper, we propose an approach to improve the existing 
scheduling schemes: all outputs of the switching fabric are 
divided into a few groups whose number is equal to the number 
of nodes to be connected, and outputs in the same group are 
multiplexed into a high-speed output link which is connected to 
a node. Therefore all outputs of the switching fabric can join 
the switching. The approach is applied to several popularly used 
scheduling algorithms. Simulation is carried out to demonstrate 
a better performance. 

I .  INTRODUCTION 

Research on 1P Router always attracts extensive attention 
from researchers and vendors. One popular approach to de- 
velop l€' router is to apply ATM-like inputqueued crossbar 
switching fabric [l]. [2]: variable-length IP packets arriving at 
the IP router are fragmented into fixed-length cells, and these 
cells are switched by the switching fabric, which is controlled 
by some scheduling scheme, then are reassembled back into 
IP packets and transmitted out of 1P router. The scheduling 
scheme for the switching fabric performs a critical role in the 
IP router. Probabilistic Iterative Matching (PIM) [3] is one of 
the most popularly developed scheduling schemes. By apply- 
ing a random policy during scheduling, PIM can achieve an 
excellent throughput close to 100% with an optimum number 
of iterations per cell time. The optimum number of iterations 
per cell time shouldbe logZN, where N is the switch size of 
an NxN switch. Based on PIM, many scheduling schemes are 
developed. Some of them still apply a random policy, such as 

append weight or probability to PIM to allow more flexible 
bandwidth allocation. The others apply a round robin policy, 
such as Round Robin Matching @RM) and Iterative Round 
Robin Matching with SLIP (ISLIP-RRM) [SI, [6], which are 
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two of the most popularly developed round robin scheduling 
schemes. ISLIP-RRM is an improved version of RRM, which 
solves its problem of round robin pointer synchronization at 
outputs under the situation that all trafIic flows are backlogged. 
Both RRM and SLIP-RRM can achieve an excellent through- 
put close to 100% with an optimum number of iterations 
per cell time, which should follow O(logzN). Some other 
round robin scheduling schemes are developed based on RRM 
and SLIP-RRM, such as Iterative Round Robin Matching 
with Multiple Classes (IRRM-MC) [7], Deficit Round Robin 
(DRR) [8], Weighted Round Robin (WRR) [9]. 

However, the existing scheduling schemes have some limi- 
tation: each cell is destined for one output only, and an output 
link can only be connected to one output. Therefore, they can 
not solve a problem which frequently occurs in the practical 
network environment: an IP ronter with a large number of 
outputs (e.g. 64, 128 or more) is connected to only a few 
nodes (e.g. 2 or 4). One example is a router connecting access 
network and core network. Considering it is uneconomical to 
connect multiple outputs to a node via the same number of 
output links, especially over a long distance, usually one node 
is connected to only one output via one output link. Under 
this situation, the switching capacity can not be fully utilized 
since only the outputs Connected to the nodes are engaged in 
switching. 

The aim of our research is to find a solution for this pitfall 
of those existing scheduling schemes so that the switching 
capacity can be fully utilized. 

The rest of the paper is organized as follows: section I1 
introduces OUT solution in detail. Section 111 demonstrates 
simulation results. Finally some conclusions and further work 
are given in section 1V. 

~ ' 

11. SCHEDULING WITH RELAXED CONSTRAINT 
A .  The BasIc Idea 

To fully utilize the switching capacity, we propose an 
approach to improve the existing scheduling schemes: we 
divide all outputs of a crossbar switch into a few groups, 
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Fig. 1, Compitiisoii bctween Sclieduliog with and wilhoul Kelmed Constminl 

whose number is' equal to the number of output links, and 
each link is coiinected to a node. The outputs in the same 
group am nuiltiplexed into a high-speed output link. Cells are 
destined for one output link (or a group of outputs multiplexed 
into one output link) instead of individual output, which is the 
reason wliy tlie approach is referred to as sclieduling with 
relaxed constraint. Fig. 1 @) illustrates the idea: all N outputs 
of an NxN switch are divided into M groups, where M is the 
mmber of output liilks. In th is  way the unconnected outputs in 
the original sclieme are also engaged in switcluug. Therefore 
w e  can expect. a bettcr utilization of the switclung capacity. 
Assuming Wmal Output Queue (VOQ) [lo] is employed, a 
virtual queue for each output group rather t l m  each output is 
needed in the iinprovkd scheduling schemes. Thus the total 
ninnber of tlie virhial queues in the improved scheduling 
schemes is decreased to N.xM in comparison with the NxN 
input qncues in tlie original schednling sclieines even only n/J 
outputs arc engaged in switclung, as shown in Fig. 1 (a). 

The analysis in I l l ]  indicates tlmt tlie decreasing number 
of input queues can result in less computation complexity. 
The iiiiprovemeiit in coinpiitalion complexity beconies more 
siguificaut with larger N aiid siualler M .  When not consid- 
cring iiiultiple iteration within one cell time, the computation 
coniplexily is decreased by at least GO% for a 16x16 crossbar 
switch with 4 output groups, where each group contains 4 
outpots. Therefore we expect that tlie improved scheduling 
schemes could aclueve a inuch faster scheduling speed due to 
the significant decrease of computation complexity. 

R. S'chedziling with Relaxed Constraint in Approach 1 

iteration. shown as follows: 
I )  PMRC 1: PIMRC 1 has three stages in one scheduling 

. Stage 1 :  Request. Each uiunatclied input sends a request 
to all nmiiatched outputs in a group for wliicli it llas at 
least one qneucd cell. . Stage 2:  Grant. If a11 uiunatclied output receives more 
tllan one request, it grants only one request in a unifomi 
random nianuer. . Stage '3: Accept. IE an unmatched input receives more 
tlian one grant, it accepts only one grant in a uniform 
random manner too. The matclied inpulloutput pairs 
established duriug this iteration will not join the rest 
iterations in the same cell time. 

2) RlWRC and iSLIP-RRMRC. RRMRC contains three 
stages in one sclieduling iteration, shown as follows: 

Stage 1: Request. The saut: as in PIMRC 1. 
Stage 2: Grant. The choosing policy applied in tlie grani 
stage is a round robin policy, A round robin arbiter is 
located at each output. The output grants the request from 
the input that has the lugliest priority based on the round 
robin arbiter (modulo N, wtiere N is the numberof inputs 
of the crossbar switch). At the end of stage 2, the pointei 
of the round robin arbiter is increased to one locatior. 
exacUy beyond the granted iliput (modulo N). 
Stage 3: Accept. The choosing policy in this stage is a 
round mbin policy too. There is a round robin arbiter at 
each input. The input acccpts the grant from the output 
that has the lugliest priority based on the rouud robin 
arbiter (modulo A4, where A4 is the nuniber of outputs of  
the crossbar switcli). At the eud of stage 3, the pointer of 
the round robin arbiter is increased to one location exactly 
beyond the accepted output (modulo M ) .  The matched 
inputloutput pairs cstablislied during this iteration also 
will not join tlie rest iteratiom in the same cell time slot. 

The only difference between RKMRC and iSLIP-RRMRC 
is that SLIP-RRMRC will not inmediately update the pointen 
of the round robin arbiters at oiitputs at the end of stage %. 
They will be updated only if their grants are accepted in stage 
3. 

C. Scheduling wifh Relaxed Constraint in Approach 2 

one scheduling iteration, shown as follows: 
I )  PMRC 2: Siiiularly, PIMRC 2 also has tlme stages in 

Stage 1: Request. Each uniiiatclied input sends a request 
to the output link for which it has at least one queued 
cell and the corresponding group still has at least one 
umilatched output. . Stage 2: Grant. There are two cases: 
- Case 1:  The nuniber of unmatched outpiits in the 

group is greater than or equal to the number o: 
requests received by the group. All requests can be 
granted. 

- Case 2: The number of uimtched outputs in the 
group is less tban tlie number of requests received 
by the group, A limited number of requests, which 
is equal to the number of unmatched outputs, will be 
granted in a unifonii random manner. 

Stage 3: Accept. It is tliz same as that in PIMRC 1. 
DBereut from the other scheduling schemes, it is thc 

output group (or tlie output link) in PIMRC 2, instead of thc 
individual output, that generates the grant in the grant s t a g .  
If the grant is accepted in stage 3, one unnmched output 
in the group will be assigned to transmit the cell. Here we 
apply a simple method to choose tlie inputloutput to set up 
tlie matching pair: the inputloutput with the least numbered 
identity llas the highest priority to set up the matching pair. 
For example, a group containing unnutched outputs 1, 2, and 
3, will set up two matching pairs for inputs 1 and 2. Output i 
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PIMRC 1 

is tlie least numbe:cd a m n e  all three available outputs, and so 
are input 1 between two inputs. therefore input 1 and output 1 
will set up the first matching pair since they own the highest 
priority. 

0 Sent-RRAlRC: It is identical to PIMRC 2 except that a 
round robin policy rather than a random policy is applied in 
tlie accept stage of .the scheduling iteration in Semi-RRMRC, 
wliich is also tile reason why it is refereed to as Semi-RRMRC. 
Meanwhile; the rGund mbin arbiter StmctUre at the inputs is 
a!so changed to suit rile hi( output links instead of N outputs, 
i.e.. the "M" in "mcdulo M" should he equal to the number 
of ontput links of the crossbar switch rather than the number 
of the outputs. 

IIK. SIMULATION AND RESULTS 
.J. Sin~ulorion Environment 

Two-state Markov Modulated Bemoulli Process (2-MMBP) 
traflic model 1121-[!4] is applied in the siinulatioq which 
is a popularly used traflic model for IP-based bursty traflic. 
A 16x16 switch with four output groups is simulated, where 
each group contains four outputs, as shown in Fig. 2 (a). The 
input queue size is assumed to be infinite. An independent 2- 
MI\.1BP traffic source is mi at each input. The uaffic load is 
increased from 0.1 to 1 with a step of 0.1. Thee values are 
chosen for the average burst length of 2-MMBP uaffc source: 
8. 16 and 32 cells. For comparison purpose. the simulation for 
the original PIM, RHvI, and SLIP-RRM is also performed in 
the same simulation environment. Each simulation case lasts 
100,000 cell times, and the Matlab simulation program is mn 
on a P1r1500 pc with Windows 2000. 

To investigate the impact of the larger switch size, the 
simulation for all PiM-based scheduling schemes (i.e. PIM, 
PlMRCl and PIMRCZ) is also performed on a 32x32 switch 
model under a similar simulation environment. The outputs of 
the 32x32 switch are divided into four groups and each group 
contains eight output. as shown in Fig. 2 (b). 

B.. Sintulation Results for the 16x16 Switch Model 
Since the results for the all three cases at sinular, we only 

demonstrate the simulation results for the case that average 
bursty length is 8 cells. First, it is necessary to find the 
optimuin number of iterations per cell time for all these 

1 
I 

3 

TABLE I 
THEOYTIMUMNUMBER OFITERATIONSPERCELL T l M E t O R  THE 16x16 

SWITCH MODEL (AVERAGE BURST  LENGTH=^ CELLS) 

. .. .. . . . . 

ISLIP-RKMRC 
PIMKC 2 

Semi-RRMRC 

1 
4 '  
4 

PIM 4 

scheduling schemes. We consider that when further increase in 
iteration number per cell time can only results in a negligible 
increase in throughput, the optimum number of iteration per 
cell time for the scheduling scheme has been reached. Table I 
shows the result. 

Secondly the throughput performance is investigated, shown 
as in Table 11, where the corresponding maximum throughput 
with the optimum number of iterations per cell time for each 
scheduling scheme is presented. It shows that all of them can 
achieve an excellent throughput (>97%). 

Finally we investigate the computation complexity Due 
to the statistical nature of the traflic, it is quite difficult to 
accurately measure the computation complexity. Here we try 
to measure the computation complexity using the so-called 
avcrage ccll time, which is obtained via dividing the total 
computation time during each simulation scenario by the 
total number of simulated cell time (i.e. 100,000 cell times). 
Its value is an indicator of the scheduling speed, on which 
the computation complexity has a critical impact. Table 111 
illustrates the average cell time for all simulated scheduling 
schenies. 

It is shown that all the original scheduling schemes. 
including 4-iteration PIM, 3-iteration RRM and 3-iteration 
SLIP-RRM. mn much slower than the improved scheduling 
schemes. When the traffic load increases, the difference ap- 
pears more obvious. Under a full traffic load, the average cell 
time of 4-iteration PIM is more than 10 times the average cell 
time of 2-iteration RRMRC. 

C. Simulation Results for [fie 32x32 Switch Model 
Also because the results for all simulation cases are similar, 

we only demonsmate the simulation results for the case that 
average burst length is 8 cells . 

Table IV illustrates the optimum number of iterations per 
cell time for PIM, PlMRC 1 and PIMRC 2 on both the 1,6XlG 
and the 32x32 switch models. We can see that the optimum 
number of iterations for both PIM and PIMRC 2 follow 
O(logzN)  when the switch size increases, while PIMRC 1 
has the same optimum number of iterations per cell time on 
both switch models. 

Table V illustrates the throughput results. It can be observed 
that the larger switch size.doesn't affect their throughput 
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0.7 100.0% 100.0% 
0.8 100.0% 100.0% 
0.9 100.0% 99.4% 
1 99.7% 98.0% 

Throughput 

100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
100.0% 100.0% 100.0% 99.9% 100.0% 100.0% 
99.7% 100.0% 100.0% 99.9% 99.9% 99.8% 
98.3% 99.3% 99.3% 98.5% 98.1% 98.1% 

~ ~~ 

TABLE Ill 
AVERAOE CELL TIMERESULT FOR fHE 16x16 SWITCHMODEL (AVERAGE BURST LENGTH=8 CELLS) 

Trafiic load 
3-iteration PIMRC 1 
2-iteration RRMRC 

2-iteration ISLIP-RRMRC 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
1.50 1.60 1.69 1.80 1.91 2.04 2.16 2.31 2.46 2.76 
1.17 1.28 1.36 1.42 1.50 1.56 1.62 1.68 1.79 1.82 
1.17 1.25 1.35 1.41 1.49 1.54 1.62 1.71 1.77 1.90 

4-iteration PIMRC 2 1 1.96 1 2.05 I 2.15 I 2.26 1 2.34 2.46 2.58 I 2.79 1 3.01 I 3.17 
4-iteration Semi-RRMRC I 1.90 I 1.94 I 1.97 1 1.99 I 2.02 I 2.09 I 2.16 1 2.28 I 2.44 I 2.65 

4-iteration PIM 
3-iieration RRM 

3-iterationiSLIP-RRM 

8.41 8.66 8.98 9.36 9.84 10.40 11.17 12.40 14.09 18.68 
6.36 6.49 6.63 6.86 7.06 7.47 7.92 8.67 9.89 13.00 
6.34 6.45 6.64 6.79 7.07 7.41 8.05 8.67 9.74 13.41 

I I Average cell time (ins) I 

Scheduliiig ' Ibe optimum Schaddhg 
Algoritlmis number of iter- Algorithms 

TABLE IV 
THEOPT~MUMNUM~EROF~T~RAT~ONSPERCE~.L TIMEFOR THE 16x16 

AND 32x32 SWITCH MODELS (AVERACIE BURST LENOTH=O CELLS) 

Tho optimum 
number of iter- 

I I time 
PIM 1 4  I PIM 1 5  

PIMRC I 1 3  1 PIMRC 1 1 3  
PIMRC 2 I 4  I PIMRCZ I s  

performance significantly since they all remain at an excellent 
level (>98%). 

Fig. 3 illustrates the average cell time results. It shows that 
the average cell time is increased significantly while the switch 

size increases. This i s  reasonable since the larger switch size 
can result in a higher computation complexily. Meanwhile, the 
faster speed of the improved scheduling schemes appears more 
significant with the increase of the switch size. 

IV. CONCLUSION AND FURTHER WORK 
In this paper, an approach referred to as scheduling with 

relaxed constraint was proposed. Sevenl improved scheduling 
schemes by applying this approach were also demonstrated, 
which are based 011 PIM, RRM, and iSLP-RRM. 

The simulation results on a 16x16 switch model indicated 
that the improved scheduling schemes achieve an excellent 
throughput (>97%), while having a much faster scheduling 
speed than the original. The simulation results for the PIM- 
based scheduling schemes on a 32x32 switch model indicated 
the advantage of the faster scheduling speed of the improved 
scheduling schemes appears more significant. 
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Tluoughpm 

TABLE V 
THRilUGHPUT COMPARISONRESULT FOR THE 16x16 AND 32x32 SWITCH 

MODELS (AVERAGE BURST LENGTH =8) 

16x16 switch 
I Trafhc laad 

0. I I 0.4 I 0.7 1 

4-iteration 
PlMRC 2 

100.00% lW.OO% IM).OO% 99.25% 

32x32 switch 
I Trafhc load 

Tlmughput 0.1 0.4 0.7 1 

PlhlRC I I I 
4-iteratioo I 100.00% I 100.00% I 100.00% I 99.40% 

1 PlhlRC 2 ’ I I I I I 

0 1 0 1 0 3 0 4 0 5 0 6 0 7 0 8 0 9  1 

TraRlc lood 
I 
I 

(a) 16x16 witch 

. . ,_. . . .  . .  
.. . .  

... - _. - - 

I 0 1 0 2 0 3 0 1 0 5 0 6 0 7 0 8 0 9  I 
Tramr load 

However, we have not obtained a clear relationship between 
the switch size and the optimum number of iterations per cell 
time for our proposed scheduling schemes. Also the situation 
that an unequal number of outputs is.assigned to each group 
has not been considered, which is very helpful for flerible 
bandwidth allocation. Finally research remains to be done 
on investigating the fairness of our new scheduling Schemes. 
Further research is being camed out in these areas. 
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