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Abstract—In this paper, we investigate a hybrid dynamical system which incorporates flow swap process, green-time proportion swap process, and flow divergence for a general network with multiple Origin-Destination (OD) pairs and multiple routes, where flow swap process is specified in which traffic swaps from more costly to less costly input links, green-time proportion swap process is specified in which green time at each intersection swaps from less pressurized stages to more pressurized stages, flow may diverge at each intersection from one OD pair to other OD pairs. Unlike the dynamical system model, where bottleneck delays need to be intentionally constructed to yield the equilibrium flow vector and green-time proportion vector, we propose a novel control policy to fill the gap by only adjusting the green-time proportion vector. We derive a sufficient condition for the existence of equilibrium of the dynamical system under the mild constraints that 1) the travel cost function and stage pressure function should be continuous functions and 2) the flow and green-time proportion swap processes project all flow and green-time proportion onto the feasible region onto itself. We derive the condition of unique equilibrium for fixed green-time proportion vector and show that with varying green-time proportion vector, the set of equilibria is a non-convex set, and with the same partial derivative of travel cost function with respect to the flow and green-time proportion vectors. Finally, we prove the stability of the proposed dynamical system by using Lyapunov stability analysis.

Index Terms—Hybrid dynamical system, flow swap process, green-time proportion swap process, Lyapunov stability analysis.

I. INTRODUCTION

Traffic demand is ever increasing due to urbanization and rapid growth of population. Therefore, how to economically utilize the spatial-temporal resources of roads and traffic signal settings to maximize road network capacity becomes an important issue. In the literature, capacity of a transport network is defined as the maximum link dynamical route flow that the network can accommodate under a given travel demand. Without consideration of control policies such as route choice and traffic signal control, the capacity maximization problem becomes a max-flow min-cut problem that can be directly drawn from network flow and graph theory [2], [3]. In practice, however, the maximum throughput between one pair of OD (Origin-Destination) nodes may deviate from sum of the flows on the bottlenecks because of traffic signal control applied on each intersection and drivers’ route choice.

To achieve an optimal throughput, there are some recent research efforts studying the impact on network capacity posed by optimizing isolated or coordinated traffic signals, and driver’s route [1], [4]–[7]. They mainly aim at answering the following questions: by a given traffic assignment model, 1) does the Wardrop equilibrium exist? 2) is the Wardrop equilibrium unique? 3) is the dynamical system stable? To this end, Smith et al. proposed P0 control policy [8] and proved that by using P0 control policy on a simple network, Wardrop equilibrium can be found by intentionally constructing bottleneck delay on each link, that is, the maximum network throughput can be achieved at a quasi-dynamic user equilibrium [1], [4]. Xiao and Lo investigated the interaction between adaptive traffic control and day-to-day route choice adjustments of travelers in a dynamical system setting [5]. Yang et al. modeled the capacity and level of service, and investigated the additional demand tolerance of urban networks [7]. Le et al. proposed a decentralized traffic signal control policy to optimize the throughput on a very simple one junction network [6]. Smith proposed P0 control policy and showed that under natural conditions a simple network is stable under this policy, and this policy can achieve capacity maximization [9]. Chen and Kasikiwiwat proposed two approaches for assessing the value of capacity flexibility based on the concept of reserve capacity and demand changes, respectively. Chen and Kasikiwiwat considered the capacity flexibility influenced by user’s free choice of routes and destinations [10]. Chiou presented a new solution that simultaneously maximizes increase in travel demands and minimizes link capacity expansion investment [11].

To the authors’ knowledge, almost all existing research efforts focus on seeking an optimal control policy to optimize throughput by considering one or multiple OD (Origin-Destination) pair, without consideration of the flow divergence among different OD pairs caused by the turning matrix. Flow divergence is defined by the traffic switching to another link/route midway in its route when the routes of multiple OD pair intersect each other (see Fig. 1 and 2). P0 control
policy proposed by Smith [1], [4], [8] has been verified to outperform other control policies such as equi-saturation policy [12] because it can maximize capacity at a quasi-dynamic user equilibrium on a simple network, which consists of multiple OD pairs with a group of routes and does not have any flow divergence at each route. In an urban network, there may be multiple OD pairs, each of which is connected via multiple routes that may interwince with those affiliated to different OD pairs (Fig. 2). In the presence of flow divergence among different OD pairs, the route flow swap process and traffic signal assignment process become much more intricate compared to those for a simple network because the traffic signal assignment process can also occur between different OD pairs, rather than just different routes for the same OD pair; the route flow swap process should take into account each link’s cost on the same route. In summary, no existing work investigated the conditions for the existence and uniqueness of equilibrium and stability of the dynamical systems when flow swap process, green-time proportion swap process and flow divergence among different OD pairs are simultaneously considered.

This paper aims at addressing the aforementioned theoretical gap and extending the existing traffic assignment model to a more realistic scenario. Specifically, the main contributions of this paper are as follows:

- We propose an objective function for a general network with multiple OD pairs and multiple routes to find the equilibrium link flow and green-time proportion vector;
- A novel control policy is proposed for the general network to maximize the network capacity with a steady demand and vertical queue and the superiority of the novel control policy over P0 control policy is shown;
- Based on P0 control policy and the novel control policy, a hybrid traffic assignment model incorporating the flow swap process, green-time proportion swap process and flow divergence is proposed for the general network;
- The conditions for the existence and uniqueness of Wardrop equilibrium, and the characteristic of the set of equilibria are given and the stability of the dynamical system is proved by using Lyapunov stability analysis.

The rest of the paper is outlined as follows: Section II reviews related work. Section III introduces the general network and the novel traffic assignment model incorporating flow divergence. Section IV provides the hybrid dynamical system by incorporating the flow swap process and green-time proportion swap process, shows the condition for existence and uniqueness of Wardrop equilibrium, the characteristic of the set of equilibria, and proves the stability of the dynamical system. Section V provides some numerical results to verify our theoretical findings. Section VI concludes the study.

II. RELATED WORK

Smith et al. presented a more special dynamical models of day-to-day re-rerouting and green-time response. They showed that with responsive P0 control policy, a simple network can achieve the maximum capacity at a quasi-dynamic user equilibrium, and queues and delays in the simple network remain bounded in natural dynamical evolution [4], [9]. They showed in [1] that applying P0 control policy in a simple network, the convergence of stage green-time can be guaranteed in the vertical queuing case. Xiao and Lo addressed the equilibrium stability and convergence of the proposed joint dynamic traffic system by analyzing the Jacobian matrix associated with each fixed point in a simple network [5]. Smith introduced the restrictive proportional adjustment process (RPAP) for route swaps, which is more restrictive for defining routes compared to the original proportional adjustment process (PAP) proposed by [13]. Yang et al. adopted the model of equilibrium trip distribution/assignment with variable destination costs (ETDA-VDC) to assign the flow on each route when the maximum O-D flows are obtained. They proposed a bi-level optimization model where the upper-level sub-problem aims at maximizing the sum of total trip generations and the lower-level sub-problem is the flow assignment. They considered the case of multiple OD pairs. However, the signal control and interference among multiple OD pairs were not considered [7]. Tassiulas and Ephremides proposed a decentralized signal control policy, which adopted the BackPressure scheme [14] to allocate the proportion of the common cycle length to each phase [6]. The main objective of that paper is to prove the stability (limited queue length) of the proposed signal control policy. Route choice was not taken into account and capacity maximization at equilibrium was not investigated. Chen and Kasikitwiwat provided a quantitative assessment of capacity flexibility for the passenger transportation network
using bi-level network capacity models [10]. Variations in demand pattern and volume were allowed in that paper. The utilized bi-level optimization model was similar to that proposed in [7]. Signal control was not considered. Chiou aimed at optimizing traffic assignment by minimizing travelers’ delay and maximizing reserve capacity [11] using the TRANSYT model [15]. Nie proposed a class of bush-based algorithms for the user equilibrium traffic assignment problem, which is in fact a variant of Beckmann’s seminal formulation [16], [17]. Mounce and Carey proposed the route swap algorithm that the swap rate is proportional to the flow on the more costly route multiplied by the cost difference between two routes, and proved that with the proposed route swap algorithm, the dynamical system can converge to a global equilibrium [18].

Cascetta et al. formulated the Global Optimization of signal Settings (GOSS) problem, where the signal parameters are calculated by searching among all the feasible signal setting vectors. The authors proposed a new descent direction to solve the non-convex objective function [19]. Cascetta and Sforza incorporated signal setting parameters, path choice and user behaviour into the network design model, and proposed an iterative algorithm for the computation of the optimum signal setting parameters with an equilibrium flow pattern [20].

The aforementioned review did not investigate the capacity maximization at equilibrium by simultaneously considering flow swap and green-time proportion swap with flow divergence among different OD pairs.

III. NOVEL TRAFFIC ASSIGNMENT MODEL IN A REALISTIC NETWORK

For simplicity, we firstly introduce the novel traffic assignment model in a simple network with only two OD pairs, each of which has two routes. Then, we will extend the traffic assignment model to a generalized form with multiple OD pairs, each of which has M routes with M > 2. We use the definition of capacity maximization given in [1], which can be described as

Definition 1: Suppose P is a control policy. “The control policy P maximizes network capacity” means that: for a network with a rigid or steady demand and traffic signals; if there is a route-flow vector X which meets the given inelastic demand and is within the capacity region of the given network, then there exist a route-flow vector X*, delay vector b*, green-time proportion vector G*, which meet the given inelastic demand, and is within the capacity limitations of the given network. Furthermore, X*, b* and G* fulfill

1) X* is a Wardrop equilibrium when the delay vector, green-time vector is [b* G*] and
2) G* satisfies the control policy P when the delay vector, route-flow vector is [b* X*].

We give the definition of reserve capacity at equilibrium by

Definition 2: The reserve capacity at equilibrium is defined by the maximum possible increase in traffic demand that can be accommodated in the network considering (optimum) traffic signal control at each intersection and drivers’ route choice behavior [21].

A. Equilibrium in a Simple Network Without Signal Control (With Given Proportion of Green-Time for Each Traffic Signal)

Consider a simple network with two OD pairs with two routes each in a steady quasi-dynamic state with vertical queue (Fig. 3). The vertical queue assumes an idealized scenario for analytic purpose that vehicles on a roadway stack up upon one another at the point where congestion begins, rather than backing up along the length of roadway [22]. The vertical queue was used in [1], [4], and [8]. The definition of “steady quasi-dynamic” can be found in [1]. The symbol R_{n,m} in Fig. 3 represents the n-th route of the m-th OD pair, where n, m = 1, 2.

Let us define C_{n,m}, L_{n,m}, s_{n,m}, b_{n,m}, G_{n,m}, I_{n,n'} as the free-flow travel cost via R_{n,m}, the length of R_{n,m}, the saturation flow at R_{n,m}, the flow on R_{n,m}, the bottleneck delay of R_{n,m} at the merging point (Signal 1 and 2 in Fig. 3), the green-time proportion assigned to R_{n,m} at the merging point and the intersection between the n-th route of OD pair 1 and the n'-th route of OD pair 2, respectively. Let G_{l}, I_{n,n'} and b_{l}, I_{n,n'} be the green-time proportion and the bottleneck delay assigned to the l-th stage of the intersection I_{n,n'}, respectively.

The unit of C_{n,m}, b_{n,m} and b_{l}, I_{n,n'} are seconds and the unit of s_{n,m} and X_{n,m} are vehicles per second. The saturation flow at R_{n,m} denotes the capacity of R_{n,m} at the critical density \rho_c, if the green-time proportion of that stage is one for the traffic signals at all intersections and the merging point. The symbol L_{l,n,m}, l = 1, 2, 3; n, m = 1, 2 is defined by the l-th link for the n-th route of the m-th OD pair, X_{l,n,m} is defined by the flow on the link L_{l,n,m}, P(l,n,m)(l',n',m') is defined by the turning rate from L_{l,n,m} to L_{l',n',m'}.

Let us define F, D and S by the feasible, demand and supply sets, respectively, then we have

\[
F = \begin{pmatrix}
G_{k,m} \\
G_{l, I_{n,n'}} \\
k, l = 1, 2 \\
m = 1, 2 \\
\end{pmatrix}
\begin{pmatrix}
G_{1,m} + G_{2,m} = 1, \\
G_{1,n,n'} + G_{2,n,n'} = 1, \\
G_{k,m} \geq 0, G_{l, I_{n,n'}} \geq 0
\end{pmatrix}
(1)
\]
Suppose for convenience that $s_{2,m} > s_{1,m}$ and $C_{2,m} > C_{1,m}$ for $m = 1, 2$; the other scenarios can be readily accommodated by our analysis. Let us define $T_1$ and $T_2$ as fixed demands at the origins 1 and 2, respectively. We firstly assume that there is no flow divergence at each intersection and no traffic signal coordination, then $p((l,m),(l',m')) = 0$ for $l' = l+1$, $(n,m) = (n',m')$ and $p((l,m),(l',m')) = 1$ for $(n,m) \neq (n',m')$.

Then, $D$ and $S$ can be obtained by

$$D = \begin{cases} (X_{n,m}, & X_{n,m} \geq 0) \\
(X_{m,n}, & X_{m,n} \geq 0) \end{cases} \quad (n,m = 1, 2) \quad (2)$$

and

$$S = \begin{cases} (X_{k,m}, & X_{k,m} \leq G_{k,m}) \\
G_{k,m} & G_{l,n'} \\
\min & \sum_{k=1}^{m} G_{k,m} \Delta G_{k,m} \Delta T_{m} \\
l,m = 1, 2 & (n,n' = 1, 2) \quad (3)$$

From (2) and (3), the feasible demand set for $T_m$ with $m = 1, 2$ can be determined by

$$T_m \leq \min \left[ \frac{s_{1,m} G_{1,m}}{(s_{1,m} G_{1,m}) \Delta T_{1}} \right] + \min \left[ \frac{s_{2,m} G_{2,m}}{(s_{2,m} G_{2,m}) \Delta T_{2}} \right] \leq s_{1,m} G_{1,m} + s_{2,m} G_{2,m} \leq s_{2,m} \quad (4)$$

and

$$T_1 + T_2 \leq \min \left[ \frac{s_{1,1} + s_{2,2}}{(s_{1,1} + s_{2,2}) \Delta T_{1}} \right] + \min \left[ \frac{s_{1,1} + s_{2,2}}{(s_{1,1} + s_{2,2}) \Delta T_{2}} \right] \quad (5)$$

No green time proportion in $F$ can be found to satisfy the route flow in $S$ if $T_1$ and $T_2$ are not in the feasible demand set given by (4) and (5).

By the definition of Wardrop equilibrium that no traveler can reduce his travel cost by unilaterally changing routes [23], equilibrium flow on each route is obtained by solving the following equilibrium problem:

$$\min \sum_{a} t_a(X,G) dX \quad (6)$$

where $t_a(X,G)$ is a strictly monotonically increasing travel cost function on the $a$-th route by the given flow vector $X$ and the green time proportion vector $G$ [17]. Taking first derivative of the objective function and setting it to zero, the equilibrium flow can be obtained by

$$t_{1,m}(X^*,G) = t_{2,m}(X^*,G) \quad m = 1, 2 \quad (7)$$

which can be rewritten into the following equations:

$$C_{1,1} + b_{1,1} + b_{1,1} + b_{1,1,1} + b_{1,1,1} = C_{2,1} + b_{2,1} + b_{2,1} + b_{2,1,1} + b_{2,1,1} \quad m = 1, 2 \quad (8)$$

In [1], the bottleneck delays within a quasi-dynamic model are given by

$$b = \frac{Q}{sG} \quad (9)$$

where $Q$ is the expected length of vertical queue at exit of the link and it is an explicit variable that is determined by the green time and the route flows. However, $Q$ is hard to measure or estimate. One solution is to express the bottleneck delay as a function of the route flows, the green-time proportion and the cycle duration of traffic light.

The maximum bottleneck delay can be interpreted as the required time to vacate a queue caused by red signals. Then, in the simple network proposed in [1] with only one OD pair, the maximum bottleneck delay at one route fulfills the following relation [24]:

$$X(1 - G) \Delta T + Xb = sb \quad (10)$$

It follows that the maximum bottleneck delay can be expressed by

$$b = \frac{X(1 - G) \Delta T}{s - X} \quad (11)$$

where $\Delta T$ is the cycle duration. If $X = sG$, then $b = G\Delta T$, which is equal to the green time duration. An ever-increasing queue will be generated when $X > sG$. In the network proposed in Fig. 3, the maximum bottleneck delays at signal 1 and 2 can be expressed by

$$b_{n,m} = \frac{X_{n,m}(1 - G_{n,m}) \Delta T}{s_{n,m} - X_{n,m}}; \quad m = 1, 2 \quad (12)$$

The maximum bottleneck delays at each intersection can be expressed by

$$b_{l,n',m'} = \frac{X_{l,n'}(1 - G_{l,n'}) \Delta T}{s_{l,n'} - X_{l,n'}}; \quad l, n, n' = 1, 2 \quad (13)$$

Substituting (12) and (13) to (8), the equilibrium flow $X_{1,1}^*$, $X_{2,1}^*$, $X_{1,2}^*$ and $X_{2,2}^*$ can be determined by

$$C_{1,1} + X_{1,1}^* \frac{X_{2,2}^*}{X_{1,1}^*} [3 - (G_{1,1} + G_{1,1,1} + G_{1,1,2})] \Delta T$$

$$C_{2,1} + X_{2,2}^* \frac{X_{2,2}^*}{X_{2,2}^*} [2 + (G_{1,1} + G_{1,1,1} + G_{1,1,2})] \Delta T$$

$$C_{1,2} + X_{1,2}^* \frac{X_{1,2}^*}{X_{1,2}^*} [1 - (G_{1,2} + G_{1,1,2} + G_{1,1,2})] \Delta T$$

$$C_{2,2} + X_{2,2}^* \frac{X_{2,2}^*}{X_{2,2}^*} [G_{1,2} + G_{1,2,1} + G_{1,2,2}] \Delta T$$

Combining with (1), (2), (3), (12) and (13), the equilibrium flow and the bottleneck delays can be expressed by a function of $G_{n,m}, G_{l,n,m}, C_{n,m}, \Delta T, T_m$ and $s_{n,m}$, where $C_{n,m}, \Delta T, T_m$ and $s_{n,m}$ are constants while $G_{n,m}$ and $G_{l,n,m}$ are adjustable.

When flow divergence is allowed, $0 < p((l,m),(l',m')) < 1$ when $L_{l,n,m}$ and $L_{l',m'}$ are adjacent, where $p((l,m),(l',m')) = 0$ when $L_{l,n,m}$ and $L_{l',m'}$ are non-adjacent, and

$$\sum_{l' \in N((l,m))} p((l,m),(l',m')) = 1, \quad N((l,m))$$

is the set of all downstream neighboring links of $L_{l,n,m}$. The supply set $S$ should be modified as

$$S = \begin{cases} (X_{1,n,m}, G_{n,m}) : \quad X_{1,1,1} \leq s_{1,1} G_{1,1,2} \\
(X_{1,n,m}, G_{1,n'}) : \quad X_{1,2,1} \leq s_{2,1} G_{1,1,2} \\
(X_{2,n,m}, G_{n,m}) : \quad X_{2,1,1} \leq s_{1,1} G_{2,1,2} \\
(X_{2,n,m}, G_{1,n'}) : \quad X_{2,2,1} \leq s_{2,1} G_{2,1,2} \\
(X_{3,2,2} \leq s_{2,2} G_{2,1,2} \quad (15)$$
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where

\[ X_{l,n,m} = \sum_{l',m'} X_{l',m'} P(l',n',m'),(l,n,m) \] (16)

Combining with (2), the demand set \( D \) can be rewritten by

\[ D = \left\{ (X, T_s) : \begin{array}{c} P'X \preceq S', X \succeq 0 \\ 1^T X = T_s \end{array} \right\} \] (17)

where \( X = [X_{1,1,1} X_{1,2,1} X_{1,1,2} X_{1,2,2}]^T \), \( I \) is all one vector, \( T_s \) is the sum of demand, \( S' \) contains the maximum saturation flow at each intersection

\[ S' = [s_{2,1} s_{2,2} \max(s_{2,1}, s_{2,2}) \cdots \max(s_{1,1}, s_{1,2})]^T, \] (18)

\( P' \) is the turning rate matrix that contains the sum of turning rate from each input flow to the links which intersect at an intersection, and thus the \( k \)-th row and \( n \)-th column element of \( P' \) can be expressed by

\[ P'_{k,n} = \sum_{L_i \in I_k} \prod_{m=L_n \to L_i} p_{m,m+1} \] (19)

where \( I_k \) is the set of incident links at the \( k \)-th intersection, \( L_n \) is the \( n \)-th input link, \( L_n \to L_i \) represents the path from the \( n \)-th input link to the \( l \)-th incident link, \( p_{m,m+1} \) is the turning rate from the \( m \)-th link to the \( m+1 \)-th downstream neighboring link.

**Remark 1:** Note that the demand set given by (17) assumes that there is no flow generated or dissipated at each intersection or link. When considering the flow generation or dissipation, \( S' \) should be replaced by \( S' + W \), where \( W \) is considered as an error term.

Recall that the maximum bottleneck delay at each exit of a link (intersection) is determined by the link flow, the saturation flow, the green-time proportion and the cycle duration of traffic light. We assume that the turning rates, i.e., the proportion of vehicles turn left, right or go straight etc., at each intersection can be estimated from empirical data. By taking into account the turning rates, (10) should be reformulated as

\[ pX(1 - G) \Delta T + pXb = psb \] (20)

where the turning rate \( p \) appears both on the left and on the right side of (20), and thus it can be neglected. Then, by a given green-time proportion vector \( G \), the maximum bottleneck delays at signal 1 and 2 can be determined by

\[ b_{n,m} = \frac{X_{3,n,m} (1 - G_{n,m}) \Delta T}{s_{n,m} - X_{3,n,m}} \] (21)

The maximum bottleneck delay at each intersection can be expressed by

\[ b_{1,1,n',m'} = \frac{X_{m,k,d} (1 - G_{l,n',m'}) \Delta T}{s_{k,l} - X_{m,k,l}} \] (22)

where \( k = n \) or \( n' \), \( m = 1, 2 \) or 3. Then, the equilibrium flow \( X^*_{l,n,m}, l = 1, 2, 3; n, m = 1, 2 \) can be determined by combining (8), (16), (21) and (22).

The equilibrium flow solved by (8) has a unique solution because \( t_a (X,G) \) is a non-decreasing function of \( X \) for a given \( G \). When no solution can be found within the set \( S \), that means, at least one route flow for each OD pair has approached the boundary of the set \( S \) for the given \( G \), then an ever-increasing queue will be generated on that route because more vehicles prefer to choose that cheaper route.

Note that \( S, D \) and \( F \) given by (15), (17) and (1) can be extended to a general network with multiple OD pairs. We will show in the next subsection how this may be done.

### B. Extension to a General Network With Multiple OD Pairs

Consider a general network with \( M \) OD pairs, each of which has \( N_m \) routes. Let us define \( R_{n,m} \) as the \( n \)-th route of the \( m \)-th OD pair, \( N_{bh,m} \) as the number of intersections for the \( n \)-th route of the \( m \)-th OD pair, \( X_{l,n,m} \) as the link flow at the \( l \)-th link of the \( n \)-th route of the \( m \)-th OD pair, \( b_{l,n,m} \) as the maximum bottleneck delay at the \( l \)-th link of the \( n \)-th route of the \( m \)-th OD pair. Then, the number of intersections in this general network is

\[ N_I = \sum_{m=1}^{M} \sum_{n=1}^{N_m} N_{bh,m} \]

The demand set \( D \) of route flow vectors with non-negative components meeting all origin-destination demands is given by

\[ D = \left\{ (X, T_s) : \begin{array}{c} P'X \preceq S', X \succeq 0 \\ 1^T X = T_s \end{array} \right\} \] (23)

where \( X_1 \) is the input flow vector with \( X_1 = [X_{1,1,1} X_{1,2,1} \cdots X_{1,N_M,M}]^T \), \( I \) is an all-one vector, \( T_s \) is the sum of demands, \( S' \) contains the maximum saturated incident flow at \( N_I \) intersections and \( M \) exits of OD pairs with \( S' = [s_{1,m} s_{2,m} \cdots s_{N_I,M,M}]^T \), \( P' \) is the turning rate matrix given by (19). The feasible set \( F \) contains all feasible green-time proportion vectors, where the green time proportions at each intersection sum to one, are non-negative and given by

\[ F = \left\{ \left( G_{n,m} \mid G_{n,m} \geq 0, \sum_{m,m'} G_{m,m'} = 1, \sum_{m,m'} G_{m,m'} = 1 \right) \right\} \] (24)

The supply set \( S \) contains link flow and green time proportion, for which each link flow is no greater than the saturation flow multiplied by the link green time proportion, and it is given by

\[ S = \left\{ \left( X_{l,n,m} \mid X_{l,n,m} \leq s_{l,m} G_{m,m'}, X_{l,n,m} \geq 0 \right) \right\} \] (25)

where the link flow \( X_{l,n,m} \) is the sum of the flows at all incident links multiplied by the respective turning rate between the incident links and the current link.

By putting \( X_{l,n,m} \) into the vector \( X = [X_{1,1,1} X_{2,1,1} \cdots X_{L_{NM,M,N_M,M}]^T} \) and \( b_{l,n,m} \) into the
vector $\mathbf{b} = [b_{1,1,1} \ b_{2,1,1} \ \cdots \ b_{L_{NM},NM,M}]^T$, the equilibrium flow on each link can be determined by finding a link-flow vector $X^* = [X^*_{1,1,1} \ X^*_{2,1,1} \ \cdots \ X^*_{L_{NM},NM,M}]^T$ and a green-time proportion vector $G^* = [G^*_{1,1} \ \cdots \ G^*_{NM,M} \ G^*_{1,l_{12}} \ \cdots \ G^*_{M,l_{NM,M}}]^T$ which minimize the sum of integrals of the link performance functions over the set of all $[X, G] \in D \times F \cap S$:

$$
[X^*, G^*] = \min_{[X, G]} \sum_{m=1}^M \sum_{n=1}^{L_m} \sum_{l=1}^{l_m} f_{l,n,m} (X, G) X_{l,n,m}
$$

subject to (23), (24), (25) \hspace{1cm} (26)

Remark 2: Note that $D \times F$ represents the Cartesian product of the sets $D$ and $F$. The symbol $\cap$ represents the intersection of two sets.

Note that when vertical queue is considered and bottleneck delay is neglected, (26) is equivalent to weighted total travel time minimization problem [23], which aims at finding a solution minimizing the sum of product of link flow and link cost:

$$
[X^*, G^*] = \min_{[X, G]} \sum_{m=1}^M \sum_{n=1}^{L_m} \sum_{l=1}^{l_m} f_{l,n,m} (X, G) X_{l,n,m}
$$

subject to (23), (24), (25) \hspace{1cm} (27)

The problem (27) is equivalent to finding a $[X^*, G^*]$ such that $-t^T (X^*, G^*, \mathbf{0})$ is normal at $[X^*, G^*]$ to the set $D \times F \cap S$ (See [1] for the definition of “normal”).

The reserve capacity can be determined by finding a $[X^*, G^*]$ that maximizes the sum of input flow over the set of all $[X, G] \in D \times F \cap S$:

$$
RC = \max_{X^* \in X^*} \sum_{l=1}^{l_\text{m-b}} \sum_{m=1}^M N_m X_{l,m}^* - T_c
$$

(28)

where $T_c$ is the current demand, $X^*$ is the set of equilibrium flow vectors corresponding to the given green-time proportion vectors in the feasible set $F$:

$$
X^* = \left\{ \left[ X^*, G^* \right] : \min_{[X, G] \in D_T \times F \cap S} t^T (X, G) X \right\} \left\{ X_T : \mathbf{1}^T X_T = T_c, T_c \in D_T \right\}
$$

(29)

Note that the set of equilibrium flows and green-time proportion vectors given by (29) are obtained by searching $t^T (X, G) X$ over $S$ and all $X$ satisfying $\mathbf{1}^T X_T = T_c$, where $T_c \in D_T$, while (27) delivers a point by a given $T_c$. The problems (28) and (29) are equivalent to firstly determining $X^*$, which consists of $[X^*, G^*]$ that lets $-t^T (X^*, G^*, \mathbf{0})$ be normal at $[X^*, G^*]$ to the set $D_T \times F \cap S$ for each $T_c \in D_T$, and then finding the $X^*$ such that $P = [\begin{bmatrix} \mathbf{1}^T X_T \end{bmatrix}^T \sum_{m=1}^M 0_{l_m,1} \ N_0_{l,12} - \sum_{m=1}^M N_m]^T$ is normal at $X^*$ to the set $X^*$, where $1_K$ and $0_K$ are $K \times 1$ all-one vector and all-zero vector, respectively.

Remark 3: Note that there is possibility that no $[X^*, G^*]$ can be found for some $T_c \in D$ due to a lack of intersection between $D_T$ and $F \cap S$. It is also possible for some $[X^*, G^*]$ that they approach a point at the boundary of $D_T \times F \cap S$.
of simplicity of expression, \( G_{l,n,m} \) stands for the green-time proportion assigned to the \((l, n, m)\)-th link.

In what follows, we will give the condition that P0 control policy can maximize the general network capacity with vertical queue. Recall that the problem (27) is to find a \([X^*, G^*]\) such that \([-t^T(X^*, G^*), 0] \) is normal at \([X^*, G^*]\) to the set \(D \times F \cap S\), the equilibrium travel cost \(t^T(X^*, G^*)\) varies with \(X^*\) and \(G^*\) because it consists of the free travel cost \(C\) (constant) and the bottleneck delay \(b\) (non-negative function of \(X^*\) and \(G^*\)). Suppose that there is a \([X^*, G^*]\) at which \([-C, 0]\) is normal to the set \(D \times F \cap S\). Then a question arises: what is the condition that \([-t^T(X^*, G^*) P(b)]\) be normal at \([X^*, G^*]\) to the set \(D \times F \cap S\), where \(t^T(X^*, G^*) = C + b(X^*, G^*)\)?

The supply set \(S\) is defined by a set of linear inequalities and thus is the intersection of a finite number of closed half-spaces. The demand set \(D\) and the feasible set \(F\) are subsets of an affine space. The three sets are compact and the set \(D \times F \cap S\) is the intersection of \(D\) and \(S\) by given \(F\) and thus is an subset of an affine space. Now suppose that \(D \times F \cap S \neq \emptyset\) and let the half-spaces of \(S\) be \(H_1 \times H_2 \cdots \times H_m \), where \(L\) is the number of links for the M OD pairs. Each half-space \(H_i\) can be expressed by \(H_i = \{X_i \in \mathbb{R}^N : x_i \leq s_i G_i\}\), where \(G_i\) is the green-time proportion assigned to the \(l\)-th link. The boundaries of \(S\) is perpendicular to each other, thus we can define a \(2L \times 1\) vector \(s_i = [\theta^T 1 \theta^T -s_i \theta^T]^T\), which is non-zero and normal to the half-space \(H_{i,l}\). The first \(\theta^T\) is a \(1 \times l - 1\) zero vector, the second \(\theta^T\) is a \(1 \times L - 1\) zero vector and the third \(\theta^T\) is a \(1 \times L - 1\) zero vector. The vector \(n_{i,l}\) is perpendicular to \(n_{i,l}\) for \(l \neq l'\). We define \(n_{DF,X}\) as a non-zero vector normal to the set \(D \times F\). Recall that \(D \times F\) is a subset of an affine space, thus \(n_{DF,X}\) is normal to \(D \times F\) at any elements at its boundary.

Because we assume that \([-C, 0]\) is normal at \([X^*, G^*]\) to the set \(D \times F \cap S\), then \([-C, 0]\) can be expressed by a non-negative combination of \(n_{DF}\) and \(n_{DF,X}\), that is, \([-C, 0] = \sum_{i=1}^{L} w_i \theta_i n_{i,l} + w_{DF} n_{DF,X}\), where \(w_i\) and \(w_{DF}\) are non-negative weights. From Definition 1, the P0 control policy can maximize the general network capacity at \([X^*, G^*]\) which means that \([-C + b, P(b)]\) is normal at \([X^*, G^*]\) to \(D \times F\), i.e., \((-C + b)\) is normal at \(X^*\) to \(D\) and \(P(b)\) is normal at \(G^*\) to \(F\). If \([-C, 0]\) is perpendicular to the supporting hyperplane of the set \(D \times F \cap S\) at \([X^*, G^*]\), then \([-C, 0]\) is scaled by \(n_{DF,X}\) and thus \(w_i = 0\) for \(l = 1 \cdots L\). Thus, the condition for the general network capacity maximization is that \(H b^* = k_1 HC\) and \(G^* = k_2 b^*\), where \(k_1\) and \(k_2\) are the scaling factors, \(H\) is an \(\sum_{m=1}^{M} N_m \times L\) matrix with \([0_{m-1} L_{m-1} 1_{L-1} 0_{L-1}]^T\) on its \(r\)-th row, \(s \times b^*\) represents the point-wise multiplication between \(s\) and \(b^*\).

When \([-C, 0]\) is not perpendicular to the supporting hyperplane of the set \(D \times F \cap S\) at \([X^*, G^*]\), \([X^*, G^*]\) must be located at the boundary of \(S\) and \(D\) because the set \(D \times F \cap S\) is a subset of an affine space and \(-C\) is a constant vector. Then \(w_i \neq 0\) and \(w_{DF} n_{DF,X} = [-C, 0] - \sum_{i=1}^{L} w_i n_{i,l}\). Let \(b^* = b_{i,l}\), \(\sum_{i=1}^{L} w_i n_{i,l}\) becomes \([b^*^T -s_i^T \times b^*]^T\) and thus the condition for the general network capacity maximization is that \([-C + b^*] s^T b^*^T = w_{DF} n_{DF,X}\). Note that \(b^*\) is not normal to \(S\) if \([X^*, G^*]\) is located at the interior of the half-spaces \(H_i\) but \(b^*\) is not zero.

The two conditions indicate that by proper construction of \(b^*\), the P0 control policy can maximize the general network capacity. Recall that the bottleneck delay is a non-linear function of equilibrium link flow and green-time proportion vector (11), \(b^*\) can only be constructed by adjusting the green-time proportion vector. Then, we can obtain the following lemma:

**Lemma 1:** If the proposed two conditions are not fulfilled, no \(b^*\) can be found through adjusting the green-time proportion vector to change \(b\), which is however unable to guarantee that \(s \times b^*\) is normal to the feasible set \(F\). That means, it is possible to find another \(G_{m}\) in \(F\) that lets \((s \times b^*)^T G_{m}\) be larger than \((s \times b)^T (G^* + \Delta G)\) and thus \([X^*, G^* + \Delta G]\) may not be the solution to maximize capacity of the general network using P0 control policy. From the definition of \(D, S\) and capacity maximization, it is easy to get the condition to keep the equilibrium flow \(X^*\) unchanged by adjusting the green-time proportion vector.

**Proof:** The normality of the travel cost vector \(- (C + b)^T\) to the demand set \(D\) can be ensured by adjusting green-time proportion vector to change \(b\), which is however unable to guarantee that \(s \times b\) is normal to the feasible set \(F\).

Because \(-C\) is a normal vector to the feasible set \(F\) at any elements at its boundary.

Lemma 1 suggests that network capacity cannot always be maximized with P0 control policy by adjusting green-time proportion vector. The prerequisite of capacity maximization is the capability to freely construct bottleneck delay \(b\) such as changing the length of queue at each link exit, which is consistent with Smith’s statement. To relieve the condition of capacity maximization by adjusting green-time proportion vector for any \([X^*, G^*]\), at which \([-C, 0]\) is normal to the set \(D \times F \cap S\), we propose a novel control policy in this paper, which can be stated as

For any \(X\) and delay vector \(b\), choose a stage green-time proportion vector \(G\) in \(F\) to maximize \(\sum_{m=1}^{M} \sum_{n=1}^{N_m} \sum_{l=1}^{L} k_{l,n,m} (G_{l,n,m} + b_{l,n,m}) G_{l,n,m}\), that is, to let \(P(b) = k \times (C + b)\) be normal to \(G\) to \(F\), where \(k\) is the scaling vector between the normal vector \(n_{DF}\) to \(D\) at \(X\) and the normal vector \(n_{DF,X}\) to \(F\) at \(G\), i.e., \(n_{DF} = k \times n_{DF,X}\).

Because \(D\) and \(F\) are subset of affine spaces by the definition, \(n_{DF}\) and \(n_{DF,X}\) are constant for any \(X\) and \(G\) on \(D\) and \(F\), respectively. Then, \(k\) is also constant. The following lemma can be obtained:

**Lemma 2:** For any solution \([X^*, G^*]\), at which \([-C, 0]\) is normal to the set \(D \times F \cap S\), a bottleneck delay \(b^* = b^* + (X^*, G^* + \Delta G)\) can be found by adjusting the green-time proportion vector \(G^*\) in \(F\) so that the solution \([X^*, G^* + \Delta G, b^*]\) is consistent with the novel control policy if \(X^*\) is within set \(S\) for the new green-time vector \(G^* + \Delta G\) and \(- [C + b^* (X^*, G^* + \Delta G)]^T = w_{DF} n_{DF}\).

**Proof:** Let us define a \(2L \times 1\) normal vector to the half spaces of \(S\): \(H_{i1} H_{i2} \cdots H_{iL}\) by
flow divergence. The proof of the existence, uniqueness and stability of 
the equilibrium existence, condition of uniqueness and stability.

Lemma 2 indicates that any bottleneck delay \( b \) with which 
\(- (C + b) \) is normal to \( F \), fulfills that \( P(b) \) is also normal to \( F \).

Now we have shown the superiority of the novel control 
policy over the P0 control policy because it relieves the condition 
for capacity maximization. Note that Lemma 2 states a sufficient 
condition for determining the equilibrium by adjusting the green-time proportion vector and fixing the equilibrium flow vector with the novel control policy. In the next subsection, we propose a dynamical system which combines flow swap process, green-time proportion swap process and flow divergence. The proof of the existence, uniqueness and stability of equilibrium will be given.

IV. A HYBRID DYNAMICAL SYSTEM INCORPORATING FLOW SWAP PROCESS, GREEN-TIME PROPORTION SWAP PROCESS AND FLOW DIVERGENCE

In this subsection, we firstly describe a dynamical system for the proposed general network and then give the proof of equilibrium existence, condition of uniqueness and stability.

A. Hybrid Dynamical System for the General Network

In this study, we apply the proportional switch adjustment 
process introduced by Smith to our proposed general network. 
The proportional switch adjustment process (PAP) can be utilized to change flow vector and green-time proportion vector at each time instant. For the case where there are several routes joining a single OD pair \([1]\), the flow change on each route at each time instant can be expressed by

\[
\Delta X_{SP} = \sum_{\{r,s\} | r < s} \omega \begin{bmatrix}
X_r [C_r (X) - C_s (X)] + \Delta r_s + \\
X_s [C_s (X) - C_r (X)] + \Delta s_r
\end{bmatrix}
\]  (30)

where \( r \) and \( s \) represent the \( r \)-th and \( s \)-th routes for the OD 
pair, respectively, \( X_r \) and \( X_s \) represent the flow on the \( r \)-th and \( s \)-th route at the current time instant, respectively, \( X \) is the route flow vector, \( C_r (X) \) and \( C_s (X) \) represent the travel cost on the \( r \)-th and \( s \)-th routes with the flow vector \( X \), respectively, \( [C_r (X) - C_s (X)]_+ = \max ([C_r (X) - C_s (X)], 0) \), \( \Delta r_s = \begin{bmatrix} 0^T & 1 & 0^T & 1 \end{bmatrix} \), \( \Delta s_r = \begin{bmatrix} 0^T & 1 & 0^T & 1 \end{bmatrix} \), \( \omega \) is a positive scaling factor. Note that \( \Delta r_s \) and \( \Delta s_r \) are \( N_m \times 1 \) vectors, the first, second and third \( 0^T \) are \( r - 1 \times 1 \) vector, \( s - r - 1 \times 1 \) vector and \( N_m - s \times 1 \) vector, respectively. Equation (30) states that at each time instant, the flow swapping from a higher cost route to a lower cost route is proportional to the product of flow on the higher cost route and the cost difference between the two routes, the flow swap vector \( \Delta X_{SP} \) is determined by summing the flow swaps between any pair of routes.

In our proposed general network, link flow on the links along the same route is different because of flow divergence at each link exit. The flow swaps between routes denote the input flow re-assignment between any pair of routes for each OD pair. Recall that the Wardrop equilibrium \([X^*, G^*] \) can be determined by finding a \([X^*, G^*] \) such that \([-t^T (X^*, G^*), 0] \) is normal to \([X^*, G^*] \) to the set \( D \times F \cap S \) (27). In the proposed general network, the \( L \times 1 \) link flow vector \( X \) has the degree of freedom of the number of input links for the \( M \) OD pairs, i.e., \( \sum_{m=1}^{M} N_m \), and \( L - \sum_{m=1}^{M} N_m \) elements in \( X \) can be determined by the input link flow vector \( X_1 \) and the turning rates between two adjacent links. Therefore, (27) can be rewritten by

\[
[X^*, G^*] = \min_{t \in T} t^T (X, G) X
\]

where \( t_1 (X_1, G) \) is the \( \sum_{m=1}^{M} N_m \) dimensional travel cost vector projected from \( t (X, G) \) and can be expressed by

\[
t_1 (X_1, G) = P^T t_1 (X, G)
\]

(31)

where \( P' \) is the turning rate matrix given by (19), \( C_1 \) and \( b_1 (X, G) \) are the projected free-travel cost vector and bottleneck delay vector, respectively. Then, \( X = P' X_1 \) and thus problem (27) becomes finding a \([X^*, G^*] \) such that \([-t^T (X^*, G^*), 0] \) is normal to \([X^*, G^*] \) to the set \( D \times F \cap S \) (27). Thus, the input flow swap vector for \( M \) OD pairs \( \Delta X_{m,1} \) can be determined by

\[
\Delta X_{m,1} = \sum_{\{r,s\} | r < s} \omega \begin{bmatrix}
X_{r,m} [I_{r,m} (X_1, G) - I_{s,m} (X_1, G)]_+
X_{s,m} [I_{s,m} (X_1, G) - I_{r,m} (X_1, G)]_+
\end{bmatrix} + \Delta r_s + \Delta s_r 
\]  (33)

where \( X_{r,m} \) and \( X_{s,m} \) are respectively the input flow on the \( r \)-th and \( s \)-th route for the \( m \)-th OD pair, \( C_{r,m,1}, C_{s,m,1}, b_{r,m,1} \) and \( b_{s,m,1} \) are respectively the free-travel travel costs and bottleneck delay on the \( r \)-th and \( s \)-th input links for the \( m \)-th
OD pair. Then the link flow swap vector for the $m$-th user can be determined by

$$\Delta X_m = A_m P^r$$  \hspace{1cm} (34)$$

where $A_m$ is the $m$-th scaling matrix.

To give the green-time proportion adjustment process in the general network, we firstly give $\Delta G_{SP}$ for the single OD pair case [1]:

$$\Delta G_{SP} = \sum_{(r,s): r < s} \sum \left\{ G_r \begin{bmatrix} \Delta X_{1,1} \\ \Delta X_{2,1} \\ \vdots \\ \Delta X_{M,1} \end{bmatrix} \right\}$$

where $G_r$ and $G_s$ are green-time proportion vectors on the $r$-th and $s$-th route, respectively, $[sb(X, G)]_b$ and $[sb(X, G)]_r$ are stage pressure on the $s$-th and $r$-th routes, respectively. Equation (35) shows that by $P_0$ control policy, green-time proportion swaps from a lower stage-pressure route to a higher stage-pressure on the $r$-th and $s$-th routes, respectively. Equation (35) shows that by $P_0$ control policy, green-time proportion swaps from a lower stage-pressure route to a higher stage-pressure route, and the green-time proportion swap vector is proportional to the product of green-time proportion on the lower stage-pressure route and stage pressure difference between the two routes, $\Delta G_{SP}$ is determined by summing the green-time proportion swaps between any pair of routes.

Note that Smith only considered that one signal per route that can be adjusted [1]. In our proposed general network, each route of an OD pair traverses multiple traffic signals, and thus adjustment of each signal can affect equilibrium flow and bottleneck delay on that route. It is hard to directly give the green-time proportion swap vector for each route of each OD pair by (35) because the red-green splits of any signals at intersections have impacts on the routes for different OD pairs. Recall that $P_0$ control policy aims at equalizing the signals at intersections have impacts on the routes for different OD pairs.

OD pair obtained by (33), (34) and (36), respectively. Then, the dynamical system can be obtained by

$$[X_m, G_m](t + 1) = [X_m, G_m](t) + \lambda(t) \Delta[X_m, G_m](t)$$

where $\lambda(t)$ is a positive number that represents the step length at the $r$-th time instant and we suppose that it follows the step length rules proposed in [25].

$B$. The Condition for Existence, Uniqueness and Stability of the Equilibrium of the Dynamical System Given by (37)

Let us define the boundary of the set $D \times F \cap S$ as $B$ and express the projected travel cost vector $t_1(X_1, G)$ by $t_{n_m, m_1}(X_1, G)$ for $n_m = 1, 2, \cdots, N_m; m = 1, 2, \cdots, M$. Then we can obtain the following lemma and corollary.

Lemma 3: The Wardrop equilibrium of the dynamical system given by (37) exists when $t_{n_m, m_1}(X_1, G)$ and $P(b(X_1, G))$ are continuous functions over the set $D \times F \cap S$ for $n_m = 1, 2, \cdots, N_m; m = 1, 2, \cdots, M$, and for any element $Y = [X_1, G]$ on $B$, it satisfies the condition that $A_{ux,m} \Delta X_{m,1} \geq 0, m = 1, 2, \cdots, M$ and $A_{lg,m} \Delta G_m \geq 0, m = 1, 2, \cdots, M$ for all elements in $Y$ reaching their upper boundaries; while $A_{lx,m} \Delta X_{m,1} \geq 0, m = 1, 2, \cdots, M$ and $A_{lg,m} \Delta G_m \geq 0, m = 1, 2, \cdots, M$ for all elements in $Y$ reaching their lower boundaries, where $A_{ux,m}, A_{lg,m}, A_{ls,m}$ and $A_{lg,m}$ are the scaling matrices for the elements in $Y$ reaching their upper and lower boundaries, respectively.

Proof: Let us rewrite (37) as

$$[X_m, G_m](t + 1) = f([X_m, G_m](t), \lambda(t))$$

$$m = 1, 2, \cdots, M$$  \hspace{1cm} (38)$$

Let us define $X_{u,m,1}$, $G_{u,m}$, $X_{l,m,1}$ and $G_{l,m}$ as the link flow and green-time proportion vectors of the $m$-th OD pair containing all elements in an arbitrary vector $Y = [X_1, G]$ on $B$ which reach their upper and lower boundary, respectively. The rest elements in $Y$ are defined as $Y_r$. Then, from (37), the updated $X_{u,m,1}$ and $G_{u,m}$ will become smaller if $A_{ux,m} \Delta X_{m,1} \leq 0$ and $A_{lg,m} \Delta G_m \leq 0$; while the updated $X_{l,m,1}$ and $G_{l,m}$ will become larger if $A_{lx,m} \Delta X_{m,1} \geq 0$ and $A_{lg,m} \Delta G_m \geq 0$. Because $t_{n_m, m_1}(X_1, G)$ and $P(b(X_1, G))$ are continuous functions, there exists a positive number $\lambda$ that lets the updated $Y$

$$Y = \begin{bmatrix} X_{u,m,1} \\ G_{u,m} \\ X_{l,m,1} \\ G_{l,m} \\ Y_r \end{bmatrix} + \lambda \begin{bmatrix} A_{ux,m} \Delta X_{m,1} \\ A_{lg,m} \Delta G_m \\ A_{lx,m} \Delta X_{m,1} \\ A_{lg,m} \Delta G_m \\ \Delta Y_f \end{bmatrix}$$  \hspace{1cm} (39)$$
be located in $D \times F \cap S$. For any vectors on $D \times F \cap S - B$, there exists a positive number $\lambda$ that lets the updated $Y$ be still located in $D \times F \cap S$ because of the continuity of $t_{n,m,1}(X_1, G)$ and $P (b (X_1, G))$. That means $f : D \times F \cap S \rightarrow D \times F \cap S$. The set $D \times F \cap S$ is a compact and convex set. Then, from Brouwer’s fixed point theorem, there exists a fixed point $[X^*_m, G^*_m]$ on $D \times F \cap S$ that lets

$$[X^*_m, G^*_m] = f ([X^*_m, G^*_m]), \quad m = 1, 2, \ldots, M \tag{40}$$

which means that $\Delta[X^*_m, G^*_m] = 0$, and thus $X^*_m$ is the Wardrop equilibrium. □

Remark 4: Note that lemma 3 gives the sufficient condition for existence of Wardrop equilibrium, rather than necessary condition. If $t_{n,m,1}(X_1, G)$ and $P (b (X_1, G))$ are not monotone increasing functions for any link flows, there are possibilities that the Wardrop equilibrium exists although the condition is not fulfilled. In that case, the dynamical system becomes unstable in certain regions. The stability will be discussed in the following context.

Corollary 1: If $t_{n,m,1}(X_1, G)$ and $P (b (X_1, G))$ are monotone functions of $X_1$ for any link flow and the condition in lemma 3 is fulfilled, then $X^*_1$ is unique.

Proof: Suppose that there is an equivalence $[X^*_1, G^*_1]$ in $D \times F \cap S$, which let the travel cost on each input link and the stage pressure on each incident link equal to each other, that is, $t_{r,m,1}(X^*_1, G^*_1) = t_{s,m,1}(X^*_1, G^*_1)$ for any $r$-th and $s$-th input links of the $m$-th OD pair, and $[P (b (X_1, G))]_{r,s} = [P (b (X_1, G))]_{s,r}$ for any $r$-th and $s$-th links incident to the $i$-th intersection. For an arbitrary $[X_1, G] \neq [X^*_1, G^*_1]$, it has $t_{r,m,1}(X_1, G) \neq t_{s,m,1}(X_1, G)$ and $[P (b (X_1, G))]_{r,i} \neq [P (b (X_1, G))]_{s,i}$ because of monotonicity of $t_{n,m,1}(X_1, G)$ and $P (b (X_1, G))$. Then corollary 1 is proved. □

Corollary 1 gives the condition for uniqueness of the equilibrium for a given $G$, i.e., a given feasible set. In the proposed dynamical system, $G$ and $X$ change over time and thus there exists a set of equilibria rather than a unique equilibrium even though $t_{n,m,1}(X_1, G)$ and $P (b (X_1, G))$ are monotone functions. Recall that equation (31) aims at finding a solution minimizing the sum of product of link flow and link cost. Each equilibrium in the set of equilibrium gives a link-flow and link-cost vector, and thus gives different product. Then, we can obtain the following lemma:

Lemma 4: The set of equilibria $E$ is a compact, non-convex set. Any point $[X^*_1, G^*_1]$ in $E$ satisfies

$$\frac{\partial (K)_{r,m,1}(X_1, G)}{\partial X^*_r G^*_i} = \frac{\partial (K)_{r,m,1}(X^*_1, G^*_1)}{\partial X^*_r G^*_i} \quad k \neq l, \quad m = 1, 2, \ldots, M \tag{41}$$

where $K$ is the number of variables.

Proof: From the definition of Wardrop equilibrium, the vector $[-T (X^*_1, G^*_1), 0]$ is normal at $[X^*_1, G^*_1]$ to the set $D \times F \cap S$. Recall that $D \times F \cap S$ is a subset of an affine space. Thus, for each $G^*_i$, it has

$$t_{r,m,1}(X^*_1, G^*_1) = t_{r,m,1}(X^*_1, G^*_1) \quad k \neq l, \quad m = 1, 2, \ldots, M \tag{42}$$

Because $t_{r,m,1}(X_1, G)$ is a continuous monotone function on $D \times F \cap S$ for a given $G$ for $k = 1, 2, \ldots, N_m$, and the adjustment of $G$ is a continuous process, the solution space for (42) is continuous and a subspace of $D \times F \cap S$, and thus it is compact. Suppose that $[X^*_{1,i}, G^*_{1,i}]$ and $[X^*_2, G^*_2]$ are any two equilibria in the solution space, then, an arbitrary point on the line segment between the two points can be expressed by $[X_{s,i}, G_s] = \theta [X^*_{1,i}, G^*_{1,i}] + (1 - \theta) [X^*_{2,i}, G^*_2]$ for $0 \leq \theta \leq 1$. It is obvious that $t_{r,m,1}(X_{s,i}, G_s) \neq t_{r,m,1}(X^*_1, G^*_1)$ for $k \neq l$, $m = 1, 2, \ldots, M$ because of non-linearity of $t_{r,m,1}(X_1, G)$. Thus, the solution space is a non-convex set.

The two equilibria $[X^*_{1,i}, G^*_{1,i}]$ and $[X^*_2, G^*_2]$ satisfy

$$\int_{X^*_1}^{X^*_2} \int_{G^*_1}^{G^*_2} \left( \frac{\partial (K)_{r,m,1}(X_1, G)}{\partial X^*_r G^*_i} \right) dX_1 dG = 0 \quad k \neq l, \quad m = 1, 2, \ldots, M \tag{43}$$

where $X^*_1, G^*_1$ represents multiple integrals from $[X^*_1, G^*_1]$ to $[X^*_2, G^*_2]$. Let us define $[X^*_{2,i}, G^*_2] = [X^*_{1,i}, G^*_1] + [\Delta X^*_1, \Delta G^*_1]$, when $[\Delta X^*_1, \Delta G^*_1]$ is close to zero, (43) becomes

$$\lim_{\Delta X^*_1, \Delta G^*_1 \to 0} \int_{X^*_1}^{X^*_1 + \Delta X^*_1} \int_{G^*_1}^{G^*_1 + \Delta G^*_1} \left( \frac{\partial (K)_{r,m,1}(X_1, G)}{\partial X^*_r G^*_i} \right) dX_1 dG = 0 \quad k \neq l, \quad m = 1, 2, \ldots, M \tag{44}$$

then lemma 4 is proved. □

From the definition in [13], the dynamic system given by (37) is stable if and only if, for any initial vector $[X_{0,i}, G_0] \in D \times F \cap S$, the solution of (37) with the initial vector $[X_{0,i}, G_0]$ converges as $t \to \infty$, to the set of equilibria $E$. To prove the stability of the dynamical system, let us define a function $V$ by

$$V ([X_1, G]) = \sum_{m=1}^{M} V_{X,m} ([X_1, G]) + \sum_{i=1}^{I} V_{G,i} ([X_1, G]) \tag{44}$$

where

$$V_{X,m} ([X_1, G]) = \sum_{r,s=1,r \neq s}^{N_m} \left( X_{r,m} \left( [X_1, G] \right) - X_{s,m} \left( [X_1, G] \right) \right)^2$$

$$= C_{m,1}(X, G) X_{m,1}$$

$$V_{G,i} ([X_1, G]) = \sum_{r,s=1,r \neq s}^{N_i} \left( [P (b (X, G))]_{r,i} - [P (b (X, G))]_{s,i} \right)^2$$

$$= P_{d,i}^T (X, G) G_i$$

where $N_m$ and $N_i$ are respectively the number of routes for the $m$-th OD pair and the number of links incident to the $i$-th intersection, $X_{m,1} = [X_{1,1,m} X_{1,2,m} \cdots X_{1,N_m,m}]^T$, $G_i =$
\[
\begin{aligned}
\left[ G_{1,i} & \ G_{2,i} \ \cdots \ G_{N_i,i} \right]^T, \\
C_{d,m,1} (X_1, G) = & \left[ \sum_{s=2}^{N_m} \left( I_{s,m,1} (X_1, G) - \frac{1}{2} \right) \right] + \\
& \sum_{s=1, s \neq N_m}^{N_m} \left( I_{N_m,m,1} (X_1, G) - \frac{1}{2} \right), \\
P_{d,i} (X, G) = & \left[ \sum_{s=2}^{N_i} \left( \frac{P (b (X_1, G))]_{s,i} - \frac{1}{2} \right) \right] + \\
& \sum_{s=1, s \neq N_i}^{N_i} \left( \frac{P (b (X_1, G))]_{N_i,i} - \frac{1}{2} \right) \\
\end{aligned}
\]

It is obvious that \( V ([X_1, G]) = 0 \) if and only if \( [X_1, G] \) is an equilibrium and \( V ([X_1, G]) > 0 \) for all \( [X_1, G] \in D \times F \cap S \). A \( A \) \( B \) represents the relative complement of \( A \) with respect to \( B \). Now we investigate monotonicity of \( V ([X_1, G]) \) with \( t \). The time derivative of \( V ([X_1, G]) \) can be expressed by

\[
\frac{dV ([X_1, G])}{dt} = \frac{\partial V ([X_1, G])}{\partial X_1} d[X_1, G] + \frac{\partial V ([X_1, G])}{\partial G} dG \\
= \sum_{m=1}^{M} \left( \sum_{n=1}^{N_m} \frac{\partial V_{X,n} ([X_1, G])}{\partial X_{m,1}} + \sum_{i=1}^{l} \frac{\partial V_{G,i} ([X_1, G])}{\partial X_{m,1}} \right) \frac{dX_{m,1}}{dt} \\
+ \sum_{i=1}^{l} \left( \sum_{j=1}^{l} \frac{\partial V_{G,j} ([X_1, G])}{\partial G_{i}} + \sum_{n=1}^{M} \frac{\partial V_{X,n} ([X_1, G])}{\partial G_{i}} \right) \frac{dG_{i}}{dt} \\
= \sum_{m=1}^{M} \left( \frac{C_{d,m,1} (X_1, G)}{\partial G_{i}} + \sum_{n=1}^{N_m} \frac{\partial C_{d,n,m} (X_1, G)}{\partial G_{i}} \right) \frac{dX_{m,1}}{dt} \\
+ \sum_{i=1}^{l} \left( \frac{P_{d,i} (X_1, G)}{\partial G_{i}} + \sum_{j=1}^{l} \frac{G_{j} \frac{\partial P_{d,j} (X_1, G)}{\partial G_{i}}}{\partial G_{i}} \right) \frac{dG_{i}}{dt} \\
= \frac{\partial C_{d,n,1} (X_1, G)}{\partial X_{m,1}} + \frac{\partial C_{d,n,1} (X_1, G)}{\partial G_{i}} \frac{dX_{m,1}}{dt} \\
+ \frac{\partial P_{d,j} (X_1, G)}{\partial G_{i}} \frac{dG_{i}}{dt}
\]

By (45) and (46), \( \frac{\partial C_{d,n,1} (X_1, G)}{\partial X_{m,1}} \) and \( \frac{\partial C_{d,n,1} (X_1, G)}{\partial G_{i}} \) can be determined by

\[
\begin{aligned}
X_{X,n,1} \frac{\partial C_{d,n,1} (X_1, G)}{\partial G_{i}} = & \left[ C_{X,d,1} \ C_{X,d,2} \ \cdots \ C_{X,d,N_n} \right] \\
= & \frac{2}{N_i} \Delta X_{n,1} J_{CX,im} \\
C_{X,d,n} = & \sum_{t=1}^{N_i} \left( \frac{\partial C_{X,n,t} (X_1, G)}{\partial G_{i}} \right) \frac{dX_{m,1}}{dt} \\
& \frac{2}{N_i} \Delta X_{n,1} J_{CX,im} \Delta X_{m,1} + \frac{2}{N_i} \Delta G_{i,1} \Delta X_{m,1} \\
& \frac{2}{N_i} \Delta X_{n,1} A_{n,2} A_{m,1} \Delta X
\end{aligned}
\]
Combined with (49) and (50), (47) can be rewritten by definition of critical point that a critical point is a differential definite matrix. The travel cost function is a diagonal matrix, and thus it is a negative semi-definite matrix. We propose the following is cumbersome to state that where BS is the boundary of S and satisfies $x_B^T M x_B \geq 0$ (or $x_B^T M x_B \leq 0$).

The stage pressure function $P_i (b (X_1, G))$ is a non-increasing monotone function of $G$, $J_{pg} = \sum_{i=1}^{M} \sum_{j=1}^{l} P_{d_{i,j}} ^T (X, G) B_i$ is a diagonal matrix, and thus it is a negative semi-definite matrix. The travel cost function $t_{n_1} (X_1, G)$ is non-decreasing monotone function of $X_1$. However, $\sum_{m=1}^{M} A_{n_1}^T J_{cx,m} A_{m,1}$ is non-symmetric and thus it is cumbersome to state that $\sum_{m=1}^{M} A_{n_1}^T J_{cx,m} A_{m,1}$ is a positive semi-definite matrix. We propose the following theorem to determine the matrix definiteness.

**Theorem 1**: A square matrix $M$ is positive (or negative) semi-definite over a given compact space $S$, i.e., $x^T M x \geq 0$ (or $x^T M x \leq 0$) for any $x \in S$ iff (if and only if) $M$ is a full-rank matrix and for any element $x_B \in BS$, where $BS$ is the boundary of $S$ and satisfies $x_B^T M x_B \geq 0$ (or $x_B^T M x_B \leq 0$).

**Proof**: Let us define $y = x^T M x$ for $x \in S$. By the definition of critical point that a critical point a differential function is any value in its domain where its derivative is zero [26]. Then, the critical point $x_m$ can be determined by

$$\frac{\partial y}{\partial x} = x^T M = 0$$

When $M$ is a full-rank matrix, $x_m = 0$ becomes the unique critical point. It is straightforward that $y = 0$ at the critical point. Suppose that for any element $x_B \in BS$, where $BS$ is the boundary of $S$ and satisfies $x_B^T M x_B \geq 0$ (or $x_B^T M x_B \leq 0$).

We hypothesize that there exists at least one point within $S$ leading to $y < 0$ (or $y > 0$), then there are at least one critical point $x_c \in S$, that lets $y < 0$ (or $y > 0$), which is conflict with the uniqueness of $x_m$. Then, theorem 1 is proved.

From (33), (34) and (36), $\Delta X$ fulfills $I^T \Delta X M_{i,m} = 0$, $-T_m \leq \Delta X_{i,m,1} \leq T_m$. Let us define $S_{AX}$ and $S_{AG}$ as the compact space for $\Delta X$ and $\Delta G$, respectively. $B_{AX}$ and $B_{AG}$ as their boundaries, respectively. Then, with theorem 1, we can get the following corollary:

**Corollary 2**: The matrix $\sum_{m=1}^{M} \sum_{n=1}^{M} A_{n,1}^T J_{cx,m} A_{m,1}$ is positive semi-definite over $S_{AX}$.

**Proof**: For simplicity of expression, let us express $\sum_{m=1}^{M} \sum_{n=1}^{M} A_{n,1}^T J_{cx,m} A_{m,1}$ by $J_{cx}$. Then $\Delta X^T J_{cx} \Delta X = \Delta X^T J_{cx,1} J_{cx,1} \Delta X_1$, where $J_{cx,1}$ is the $M \times N_m$ Jacobian matrix. From (33), (34), we can know that $J_{cx,1}$ is a full-rank matrix, and the element on the $k$-th row and $l$-th column can be expressed by

$$J_{k,l,1} = \frac{\partial h_{k,1} (X_1, G)}{\partial x_{l,1}} = \frac{\partial (P' T C + P_k^T b (P' X_1, G))}{\partial x_{l,1}}$$

The space $S_{AX}$ is a subset of affine space. The vertices on $B_{AX}$ are $\sum_{m=1}^{M} N_m \times 1$ vectors $[0 \ T_m \ 0 \ T_m \ 0]^T$, where the length of first $0$, second $0$ and third $0$ are respectively $\sum_{m=1}^{M} N_m = k_{1,m} + k_{2,m}$ and $\sum_{m=1}^{M} N_m + k_{3,m}$, and $N_m = 2 + k_{1,m} + k_{2,m} + k_{3,m}$. There are $\sum_{m=1}^{M} \left( \frac{2}{N_m} \right)$ vertices on $B_{AX}$. Furthermore, for each vertex $AX_{v}$, it can be shown that $\Delta X^T J_{cx,1} \Delta X_v \geq 0$ from (52) and the fact that $t_{n_1} (X_1, G)$ is a non-decreasing monotone function of $X_1$. Then for each $x_B \in B_{AX}$, it has $x_B^T M x_B \geq 0$, and thus from theorem 1, corollary 2 is proved.

Corollary 2 shows that the third term in (51) is negative, which leads to the following corollary that shows the summation of last three terms in (51) to be also negative. Let us express $\sum_{m=1}^{M} \sum_{l=1}^{M} A_{n,1}^T (J_{px,m}^T - J_{cx,m}) B_l$ by $J_{SG}$, then the following corollary can be obtained:

**Corollary 3**: The derivative $dV ([X_1, G]) / dt fulfills the following inequality

$$\frac{dV ([X_1, G])}{dt} \leq \sum_{m=1}^{M} C_{d,m,1}^T (X_1, G) \Delta X_{m,1} + \sum_{i=1}^{l} P_{d,i}^T (X_1, G) \Delta G_{i,GP}$$
Proof: Equation (51) can be rewritten by
\[
dV((X_1, G))
\frac{dT}{dt}
= \sum_{m=1}^{M} \lambda_m \left( X_1, G \right) AX_{m,1} + \sum_{i=1}^{I} P_{d,i} \left( X_1, G \right) AG_{i,GP} - \frac{2}{t_0} \left( \Delta X^T J_{cx} \Delta X + \Delta G^T J_{pg} \Delta G - \Delta X^T J_{xg} \Delta G \right)
\]
where \( J_{pg} = -J_{pg} \) and \( J_{cx} = \frac{1}{t} (J_{cx} + J_{cx}^T) \). Recall that \( J_{pg} \) is a negative semi-definite matrix and \( J_{cx} \) is a non-symmetric positive semi-definite matrix over \( S_{AXX} \). Thus, \( J_{pg} \) and \( J_{cx} \) are positive semi-definite matrices. From Cauchy-Schwarz inequality, we have
\[
|\Delta X^T J_{xg} \Delta G| \leq \sqrt{\Delta X^T H_1^T H_1 \Delta X \Delta G^T H_2^T H_2 \Delta G}
\]
(55)
where \( J_{xg} = H_1^T H_2 \). Then
\[
\left( \Delta X^T J_{cx} \Delta X + \Delta G^T J_{pg} \Delta G \right)^2
= \left( \Delta X^T J_{cx} \Delta X \right)^2 + \left( \Delta G^T J_{pg} \Delta G \right)^2
+ 2 \Delta X^T J_{cx} \Delta AX \Delta G \Delta T J_{pg} \Delta G
\]
(56)
We let \( H_2 = J_{pg}^{-\frac{1}{2}} \), which is a diagonal matrix. Furthermore, \( H_1^T \) in (55) becomes \( H_1 = J_{xg}^{-1/2} \). Then, (55) can be transformed to
\[
\left( \Delta X^T J_{xg} \Delta G \right)^2 \leq \Delta X^T J_{xg}^{-1} J_{xg}^T \Delta AX \Delta G \Delta T J_{pg} \Delta G
\]
(57)
and we have
\[
2 \Delta X^T J_{cx} \Delta AX \Delta G \Delta T J_{pg} \Delta G

\Delta X^T J_{xg}^{-1} J_{xg}^T \Delta AX \Delta G \Delta T J_{pg} \Delta G = \text{Tr} \left( \Delta G \Delta X^T \times \left( 2J_{cx} \Delta AX \Delta G \Delta T J_{pg} - J_{pg} J_{xg}^{-1} J_{xg}^T \Delta AX \Delta G \Delta T J_{pg} \right) \right)

\text{Tr} \left( \Delta G \Delta X^T \times \left( 2J_{cx} - J_{xg} J_{pg} J_{xg}^{-1} J_{xg}^T \Delta AX \Delta G \Delta T J_{pg} \right) \right)
\]
(58)
The matrix \( \Delta AX \Delta G \Delta T \) in (58) is with the rank of one, and from the definition of travel cost function and stage pressure vector, \( J_{pg} (2J_{cx} - J_{xg} J_{pg} J_{xg}^{-1} J_{xg}^T) \) can be shown to be a positive semi-definite matrix, and thus (58) is a non-negative number. From (55) to (58), the last term in (54) is a non-positive number and thus corollary 3 is proved. \( \square \)

Then, we can get the following lemma:

Lemma 5: The derivative \( \frac{dV((X_1, G))}{dt} < 0 \) for all \([X_1, G] \in D \times F \cap S \vee E\)

Proof: From the definition of the input flow swap vector (32) and the green-time proportion swap vector (36), (53) can be transformed to
\[
\frac{dV((X_1, G))}{dt}
\leq \omega \sum_{m=1}^{M} \sum_{n_m=1}^{N_m} \sum_{s=1, s \neq n_m}^{N_m} \left( t_{n_m,m} (X_1, G) - t_{s,m} (X_1, G) \right)^2
\times \left( \sum_{s=1, s \neq n_i}^{N_i} (-G_{ni,i}) \right)
+ \Delta X^T J_{cx} \Delta X + \Delta G^T J_{pg} \Delta G - \Delta X^T J_{xg} \Delta G
\]
(59)
and similarity for the stage pressure function, Lemma 5 is proved. \( \square \)

Now, we have proved that \( V((X_1, G))=0 \) if and only if \([X_1, G] \) is an equilibrium. \( V((X_1, G)) > 0 \) for all \([X_1, G] \in D \times F \cap S \vee E\) and \( \frac{dV((X_1, G))}{dt} < 0 \) for all \([X_1, G] \in D \times F \cap S \vee E\). By Lyapunov theorem, we can conclude that the dynamical system given by (37) can converge to an equilibrium on \( E \) as time goes to infinity by using the novel control policy, or the P0 control policy if the two conditions proposed in the subsection III-C are satisfied.

V. Numerical Results

The proposed dynamical system given by (37) is tested on an one-OD two-route network illustrated by Fig. 1 and a two-OD two-route network illustrated by Fig. 2.

In order to validate the superiority of our proposed novel control policy over the P0 control policy, we start from an arbitrary feasible point fulfilling the condition given by (1), (2) and (3), set the stage pressure vector to \( P(b) = k \bullet (C + b) \) and \( P(b) = s \bullet b \), respectively, and observe if the dynamical system can converge to a feasible point as time goes to infinity. In order to validate the condition of existence of equilibrium point proposed by Lemma 3, we start from an arbitrary feasible point and ran the system for 20 seconds to ensure that the system has settled down. Then, we compared the efficiency of the two policies in terms of the value of the objective function and the travel cost function.
point for the cases that the boundary condition in Lemma 3 is satisfied or not, and compare the output of the dynamical system.

For the one-OD two-route network, we set the length of two routes and saturation flow of two routes as 0.5km, 1km and 100 vehicles/h, 150 vehicles/h, respectively. The free speed of both routes, the total demand and the duration of traffic light cycle are set to be 50km/h, 100 vehicles/h and 120 seconds, respectively. We start from an arbitrary feasible point $XV_0 = [58.33 \ 41.67]$, $GV_0 = [0.67 \ 0.33]$ and set the step length by the rules proposed in [25]. The output of the dynamical system is illustrated by Fig. 4 and Fig. 5, which show the time evolution of traffic flow and green-time proportion on two routes, respectively, when the novel control policy is used. The dynamical system is stable as the equilibrium point can be approached after approximately 1000 iterations. Fig. 6 and Fig. 7 illustrate the output of the dynamical system by using the P0 control policy. It can be seen that traffic flow and green-time proportion cannot approach a feasible equilibrium point.
within the first 180 iterations, and after the 180th iteration, the solution of system is no more feasible. Fig. 8 and 9 show that even start from a feasible point, no feasible equilibrium can be found if the condition of existence of equilibrium proposed by Lemma 3 is not satisfied.

For the two-OD two-route network, we set the length and saturation flow of two routes of OD1 and OD2 as 1km, 2km, 1km, 2km, and 100 vehicles/h, 350 vehicles/h and 100 vehicles/h, respectively. The turning matrix is set to be

\[
P' = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0.8 & 0 & 0.2 & 0 \\
0.64 & 0.8 & 0.16 & 0.2 \\
0.64 & 0.64 & 0.136 & 0.16 \\
0.2 & 0 & 0.8 & 0 \\
0.16 & 0.2 & 0.64 & 0 \\
0.16 & 0 & 0.04 & 0.8 \\
0.136 & 0.16 & 0.064 & 0.64
\end{bmatrix}
\]

The free speed of routes of two OD pairs are set to be 50km/h, the total demand of two OD pairs are set to be 186.75km/h and 129.43km/h, respectively. Fig. 11 and Fig. 12 illustrate the time evolution of traffic flow and green-time proportion by using the novel control policy on the two-OD two-route network. Under the condition of equilibrium existence, starting from an arbitrary feasible point, the dynamical system can approach a feasible equilibrium point after approximately 500 iterations. Fig. 13 and Fig. 14 show that the traffic flow and green-time proportion become unfeasible after approximately 100th iteration, that is, no feasible equilibrium point.
can be approached even with a feasible initial point if the condition of equilibrium existence is not fulfilled.

VI. CONCLUSIONS

In this paper, a hybrid traffic assignment model incorporating the flow swap process, green-time proportion swap process and flow divergence was proposed for a general network with multiple OD pairs and multiple routes. We gave two conditions for achieving general network capacity maximization by using P0 control policy. Then, a novel control policy is proposed and its superiority over P0 control policy is proved: by using the proposed control policy, the condition of capacity maximization via intentionally constructing bottleneck delays can be relieved. We gave the condition for existence of Wardrop equilibrium for the dynamical system, which is determined by the sign of flow swap and green-time proportion swap for each element on the boundary of the set \( D \times F \cap S \). The condition for uniqueness of Wardrop equilibrium was also given, that is, for a given green-time proportion vector, the travel cost function and stage pressure function must be monotone. We also gave the characteristics of the set of equilibria when green-time proportion vector changes over time, which is useful to determine the set of equilibria. Finally, Lyapunov stability analysis was utilized to prove stability of the dynamical system.

The theoretical results derived in this paper and the proposed control policy can be applied in real scenario to increase network capacity and reduce travel time in an urban network. Specifically, when travel costs on some links go high due to incident, network capacity can be maintained at an equilibrium by applying the proposed control policy.
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