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Abstract—With the growing number of cars in cities, smart parking is gradually becoming a strategic issue in building a smart city. As the precondition in smart parking, accurate parking prediction can reduce the time drivers spend searching for parking spaces and relieve traffic congestion. Meanwhile, VANET and the Internet-of-things (IoT) are the key elements of the current intelligent transportation system. With the IoT devices based on VANET becoming more extensively employed, a large amount of parking data is generated every day, and various methods are proposed for parking prediction, therefore, it is time to systematically summarize the parking prediction issues and the state-of-the-art prediction methods. In this survey, we first provide a comprehensive review of the existing methods used for parking prediction ranging from conventional statistical methods to the latest graph neural network methods. Then, we classify a variety of parking problems such as parking availability prediction, parking behavior prediction, and parking demand prediction. We also compile all the evaluation metrics, open data, and open-source code of the surveyed literature. Finally, we present the challenges and future directions of the parking prediction technique. As far as we know, this is the first survey exploring parking prediction methods, which will be of interest to both researchers and practitioners engaging in intelligent transportation systems (ITS) and smart cities.

Index Terms—Machine learning, deep learning, parking prediction, smart parking, smart city.

I. INTRODUCTION

Parking problems in big cities have become more and more serious in recent years. With the fast increase in the number of vehicles on the road, drivers are finding it increasingly difficult to find sufficient parking spaces, resulting in frustration, pollution, and traffic congestion [1]. It is reported that it usually costs people around 20 minutes to find an available parking space [2]. Fortunately, with the advancement of intelligent transportation systems (ITS) in smart cities, parking status can be detected by on-ground sensors installed near parking spaces. These records can be stored and uploaded to the web using the Internet of things (IoT) techniques. Parking predictions based on these stored historical data combined with the existing parking guidance and information systems (PGIS) [3] can be an effective way to guide drivers to free parking spaces in a shorter time, therefore, as the precondition of realizing smart parking, it is necessary to perform accurate and stable parking predictions. To study the relevant models of parking prediction, we collected a large number of literature from web of science, IEEE, ACM, and other publishers.

The prediction methods can be generally divided into two categories: knowledge-driven methods and data-driven methods. The former does not need a big quantity of data, but parking data is changing with time and there are a number of non-linear features for predictions, so it is not appropriate to employ knowledge-driven methods for parking prediction. Some studies [4], [5] apply knowledge-driven methods but their focus is still on data-driven methods to increase the prediction performance. Hence, we concentrate mostly on data-driven approaches, which rely on previous data to produce accurate forecasts. We divide the data-driven models into four generations based on general real-world prediction performance, i.e., statistical methods, machine learning methods, deep learning methods, and graph neural network models. Each of these methods has its own pros and cons, for instance, the statistical method is easy to model, nevertheless, this method fails to model complex parking scenarios with various features like weather, season, etc. Deep learning methods can cope well with the nonlinearity of parking problems but consume significant computational resources. Comparing and summarizing these methods allows researchers to understand the implications of choosing various models in order to rationally use these methods in real-world parking prediction problems.

Apart from the methods for prediction, it is also important to categorize different kinds of parking prediction problems, since a single problem does not provide a comprehensive scene of the needs and status of the entire parking forecasting field. In parking availability prediction problems [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], the occupancy rate of parking spaces in the future can be predicted based on the traffic flow of the lanes around the parking lot and other information, thus drivers can find free parking spaces in a shorter time. In parking behavior prediction problems [27], [28], [29], [30], [31], governors and drivers make sound judgments about what to do next based on accurate behavior predictions. In parking
demand prediction [27], [28], governors can make new plans rationally when they know the parking demands of an area.

Previous surveys [32], [33], [34] have considered traffic forecasting, including traffic flow prediction, traffic speed prediction, and pedestrian flow prediction, rather than parking prediction problems. A number of surveys [35], [36], [37], [38], [39] have discussed the parking prediction problem from different perspectives, which will be detailed in the next section. However, these surveys do not comprehensively investigate existing parking prediction methods nor do they categorize and summarize these methods. Towards this end, we summarize the parking prediction methods according to the evolution, which will be detailed in Section IV. Compared with the above surveys, our aim is to provide a comprehensive summary of parking forecasting schemes, which is useful for both the new researchers who want to catch up with the progress of parking forecasting and the experienced researchers who are unfamiliar with these latest graph-based solutions. The contributions of this paper are listed as follows:

- We present the most comprehensive summary of the parking prediction methods in generation order.
- We categorize the parking prediction problems and provide useful resources including evaluation metrics, open datasets, and open-source codes.
- We discuss several potential challenges and directions for future research in this field.

The rest of this survey is laid out as follows. In Section II, we compare the existing surveys with our work. In Section III, we present the main methods employed for parking prediction in generation order. In Section IV, we categorize the problems of parking prediction. In Section V, we present useful information for the parking prediction issues. In Section VI, we provide several potential challenges and directions for future research. In Section VII, we conclude our work.

II. RELATED WORK

We give a brief introduction of the related surveys with this paper in this section. The differences in comparison to the surveys are listed in Table II.

A comprehensive survey about traffic prediction using graph neural networks (GNN) is given by [32]. This survey provides lots of traffic prediction problems: traffic speed prediction, traffic flow prediction, traffic demand prediction, etc. The parking availability prediction problems are also considered. A large number of datasets and codes are also provided, thus helping researchers replicate relevant works and further explore more complex prediction tasks, therefore, only three works [40], [41], [42] about parking availability prediction are mentioned, and the approach is also limited to graph neural networks. Statistical methods, machine learning, and deep learning are all described in our research.

Traffic prediction problems with deep neural networks (DNN) are discussed in [34]. This survey provides a large amount of traffic prediction problems like crowd flow prediction, crowd demand prediction, traffic flow prediction, etc. Many deep learning methods for prediction are also presented in detail, including multi-layer perceptron (MLP), convolutional neural networks (CNN), recurrent neural networks (RNN), and graph convolutional networks (GCN). However, this survey only considers deep learning methods without conventional statistical and machine learning methods. In addition, parking prediction problems are not considered in this survey. Long-term prediction problems are also ignored. We not only discussed the parking forecast but also involved the long-term forecast.

The survey [35] has given sight to the lens of market-based allocation of goods and services in smart parking. It pays attention to the economy of parking in smart cities. Some parking availability prediction issues are also mentioned in this survey. However, these issues are merely listed and not analyzed and categorized in detail, and in addition, there is a scarcity of open datasets and comparisons of alternative methods. For most researchers, the review does not help effectively explore the parking prediction problem in depth. We analyzed the parking availability prediction in detail and compared the open data sets and methods.

Smart parking systems (SPS) are classified based on the soft and hard design factors in [36]. This review focuses on the relevance of data dependability, security, privacy, and other critical design elements in SPS. The topic of parking availability prediction is also addressed in this review, but solely as part of the software systems in smart parking. The advantages of parking availability prediction are mentioned by listing some relevant studies. However, like the survey [35], this survey just lists the related parking prediction studies without categorizing the problems or comparing prediction methods. However, we classified parking problems.

In [37], SPS are introduced and smart parking solutions are provided. Literature from 2000 to 2016 is considered in this review, including three main topics: information collection, system deployment, and service dissemination. When introducing the parking system deployment, parking prediction is incidentally presented. Some typical parking vacancy prediction examples and sources of related datasets are listed in this part. However, these parking prediction problems are considered to show the importance of parking system deployment, while the prediction methods and evaluation metrics are simply mentioned. SPS are also surveyed in [38]. This survey focuses on many types of vehicle detection methods (VDT), such as in-roadway sensors, over-roadway sensors, crowdsensing, prediction models, and so on. They consider parking prediction models as detection methods and do not discuss the methods for parking forecasting in detail. However, we mainly discuss the parking problem.

The behavior of drivers for searching parking spaces and the demand for parking is studied in [44]. Some parking concerns are examined, as well as parking characteristics and their applications, driver parking decision behavior, and the construction of demand models that take into account various factors. When introducing the parking demand issues, the authors surveyed some parking demand forecasting models using different methods such as linear regression (LR), least square regression (LSR), gaussian mixture model, and so on. However, parking demand prediction is simply a part of parking prediction problems. Besides, the latest deep learning
TABLE I

THE ABBREVIATIONS USED IN THIS ARTICLE. (ABBREVIATIONS HAVE BEEN SORTED ALPHABETICALLY)

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Type</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>Method</td>
<td>artificial neural network</td>
<td>MAPE</td>
<td>Metric</td>
<td>mean absolute percentage error</td>
</tr>
<tr>
<td>AR</td>
<td>Method</td>
<td>autoregressive model</td>
<td>MASE</td>
<td>Metric</td>
<td>mean absolute scaled error</td>
</tr>
<tr>
<td>ARIMA</td>
<td>Method</td>
<td>autoregressive integrated moving average model</td>
<td>MLP</td>
<td>Method</td>
<td>multi-layer perceptron</td>
</tr>
<tr>
<td>ARIMA_s</td>
<td>Method</td>
<td>autoregressive integrated average model</td>
<td>MRD</td>
<td>Metric</td>
<td>mean relative deviation</td>
</tr>
<tr>
<td>AVR</td>
<td>Concept</td>
<td>availability rate</td>
<td>MSE</td>
<td>Metric</td>
<td>mean square error</td>
</tr>
<tr>
<td>BPNN</td>
<td>Method</td>
<td>back propagation neural network</td>
<td>NN</td>
<td>Method</td>
<td>neural network</td>
</tr>
<tr>
<td>CNN</td>
<td>Method</td>
<td>convolutional neural network</td>
<td>PGIS</td>
<td>Concept</td>
<td>parking guidance and information systems</td>
</tr>
<tr>
<td>COVID-19</td>
<td>Concept</td>
<td>coronavirus disease 2019</td>
<td>PIS</td>
<td>Concept</td>
<td>public information services</td>
</tr>
<tr>
<td>DNN</td>
<td>Method</td>
<td>deep neural network</td>
<td>POR</td>
<td>Concept</td>
<td>parking occupancy rate</td>
</tr>
<tr>
<td>DT</td>
<td>Method</td>
<td>decision trees</td>
<td>R²</td>
<td>Metric</td>
<td>the coefficient of determination</td>
</tr>
<tr>
<td>FFNN</td>
<td>Method</td>
<td>feed-forward neural network</td>
<td>RAE</td>
<td>Metric</td>
<td>relative absolute error</td>
</tr>
<tr>
<td>FNR</td>
<td>Metric</td>
<td>false negative rate</td>
<td>RBF</td>
<td>Concept</td>
<td>radial basis function</td>
</tr>
<tr>
<td>FPR</td>
<td>Metric</td>
<td>false positive rate</td>
<td>RF</td>
<td>Method</td>
<td>random forest</td>
</tr>
<tr>
<td>GAT</td>
<td>Method</td>
<td>graph attention networks</td>
<td>RMSE</td>
<td>Metric</td>
<td>root mean square error</td>
</tr>
<tr>
<td>GCN</td>
<td>Method</td>
<td>graph convolutional network</td>
<td>RNN</td>
<td>Method</td>
<td>recurrent neural network</td>
</tr>
<tr>
<td>GNN</td>
<td>Method</td>
<td>graph neural network</td>
<td>RRSE</td>
<td>Metric</td>
<td>root relative squared error</td>
</tr>
<tr>
<td>GraphSage</td>
<td>Method</td>
<td>graph sample and aggregate</td>
<td>RSE</td>
<td>Metric</td>
<td>relative squared error</td>
</tr>
<tr>
<td>GRU</td>
<td>Method</td>
<td>gated recurrent unit</td>
<td>SAE</td>
<td>Method</td>
<td>stacked autoencoder</td>
</tr>
<tr>
<td>HA</td>
<td>Method</td>
<td>historical average</td>
<td>SARIMA</td>
<td>Method</td>
<td>seasonal autoregressive integrated moving average model</td>
</tr>
<tr>
<td>IoT</td>
<td>Concept</td>
<td>Internet of things</td>
<td>SPS</td>
<td>Concept</td>
<td>smart parking Systems</td>
</tr>
<tr>
<td>ITS</td>
<td>Concept</td>
<td>intelligent transportation systems</td>
<td>SSE</td>
<td>Metric</td>
<td>sum of square error</td>
</tr>
<tr>
<td>LASSO</td>
<td>Method</td>
<td>least absolute shrinkage and selection operator</td>
<td>SVM</td>
<td>Method</td>
<td>support vector machine</td>
</tr>
<tr>
<td>LR</td>
<td>Method</td>
<td>linear regression</td>
<td>SVR</td>
<td>Method</td>
<td>support vector regression</td>
</tr>
<tr>
<td>LSR</td>
<td>Method</td>
<td>least square regression</td>
<td>VDT</td>
<td>Concept</td>
<td>vehicle detection techniques</td>
</tr>
<tr>
<td>LSTM</td>
<td>Method</td>
<td>long short-term memory</td>
<td>WMAPE</td>
<td>Metric</td>
<td>weighted mean absolute percentage error</td>
</tr>
</tbody>
</table>

prediction methods are not listed, which cannot fully reflect recent developments in parking prediction issues. We have listed the latest deep learning and graph neural networks, reflecting the latest progress in parking prediction.

Additional reviews which do not mention parking prediction problems also conclude other important information that may be useful for parking prediction. For example, [43] introduces the PGIS and the parking reservations systems (PRS). The former can provide plenty of sensor data for parking prediction, while the latter can provide information about vacant parking lots. Methods for traffic prediction are surveyed in [45], such as machine learning methods, CNN, GCN, etc. By reproducing the relevant methods, researchers can also try to use them for parking prediction tasks. A large amount of data and open-source codes are also collated in this survey, but evaluation metrics are not collated in detail. Review [46] then summarize the machine learning methods for traffic prediction problems, nevertheless, the open-source codes are not present in this literature.

III. PARKING PREDICTION METHODS

In this section, we classify the parking prediction models into four generations according to their performance. The models include statistical models, machine learning models, deep learning models, and graph neural networks (GNN) models. For each generation, we focus on detailing the most commonly used prediction models.

A. Statistical Methods (First Generation)

1) Historical Average: Historical average (HA), which treats parking time series data as a seasonal process and utilizes the average of prior seasons as forecasts, is one of the simplest statistical prediction models. For example, suppose we need to forecast the future parking occupancy rate (POR); if we consider one week as a season, we can predict the future POR at 8:00 am on Friday using the average of all the historical POR at 8:00 am on Friday. In recent years, HA has been used as a baseline in many studies [2], [12], [47], [48] due to its simplicity. However, it is important to note that,
unlike most prediction models, the prediction results of HA are not affected by the prediction horizons.

2) Autoregressive Integrated Moving Average: Based on classical statistics, the autoregressive integrated moving average (ARIMA) model [49] is among the most consolidated approaches. This model has been widely employed for parking prediction problems [2], [13], [17], [50]. The non-seasonal ARIMA model is generally denoted ARIMA \((p, d, q)\), where \(p\) is the order (number of time lags) of the model, \(d\) is the degree of differencing (the number of times the data has had prior values removed), and \(q\) is the moving-average order.

Jose et al. [17] employed the seasonal autoregressive integrated moving average (SARIMA) model for parking availability prediction. The SARIMA model can obtain higher prediction accuracy since it aggregates seasonal information. Both ARIMA and SARIMA are simple and do not rely on external variables, nevertheless they are not suitable for non-linear time-series data and their parameters are difficult to estimate [51].

3) Other Statistical Methods: Xiao et al. [26] proposed a predictive framework based on the continuous-time Markov \(M|M|C|C\) queue approach. Due to the time-dependent analytical features of the underlying queuing model, this approach is computationally efficient and outperforms the baselines, including some contemporary machine learning methods. Rong et al. [52] applied linear interpolation as a baseline. This model is based on a distance-weighted interpolation algorithm, which means that the closer the parking lots are to one other, the more comparable the parking availability data will be [53]. Bock et al. [1] employed the Kalman filters for on-street parking availability predictions and observed that the use of Kalman filters did not reach a significant statistical improvement.

The statistical methods are often simple and do not spend too much time in obtaining the prediction results. However, in the real world, several factors impact parking behavior, including weather, season, weekdays, and so on. Thus, simple statistical models are often not suitable for modeling complex parking time-series data.

B. Machine Learning Methods (Second Generation)

Machine learning methods can process more complex data and achieve higher accuracy [46]. In this section, we mainly introduce four categories of machine learning methods for parking prediction: regression models, kernel-based models, example-based models, and neural network-based models.

1) Regression Models: The regression models can be regarded as the parametric methods, where the mathematical model and relevant input-output parameters have been specified in advance, and the connections between the input and each parameter have also been determined relatively [54]. The main regression models are listed as follows:

- **Linear regression** (LR) is the most basic machine learning algorithm, and it is commonly employed in parking prediction [23], [28], [55], [56]. It primarily uses the least squares technique to describe the connection between a scalar response and one or more explanatory factors. However, LR does not fit nonlinear data well.

- **Decision tree**, which represents the relationship between object properties and values in terms of mapping. Each leaf node corresponds to the object value represented by the path from the root node to the leaf node, and each forked path corresponds to a potential attribute value. Due to their comprehensibility and simplicity, decision tree (DT) methods have been used in various parking prediction situations in recent years. [7], [9], [10], [18], [28], [52], [56], [57], [58], [59]. However, complex tree structures may cause overfitting problem, i.e., poor generalization from the training data. Besides, the tree structures are very non-robust, a tiny change of training data may lead to a large change in tree structures [60]. The random forests (RF) algorithm [61] is another regression method constructed by a large number of decision trees. This method can deal with a large number of inputs and it is more robust than decision trees, which have attracted the attention of many researchers [10], [18], [28], [30], [58], [59], [62].

The random forest algorithm is a method proposed by Breiman [63] to gather multiple classification regression trees for making voting decisions. Aiming at the problem of parking behavior detection, Feng et al. investigated linear regression, ridge regression, lasso regression, decision tree, and random forest for parking behavior prediction in the context of weather, and discovered that random forest performs the best.

- **Least absolute shrinkage and selection operator** (LASSO) is a regression analysis machine learning approach that improves prediction accuracy by performing both variable selection and regularization [64]. This method can capture the non-linear features of parking events and has been employed in some studies [12], [48]. However, these regression models just require little parking time-series data for prediction. When faced with a vast quantity of data, it struggles to capture the seasonal fluctuations and dynamics of the data and is prone to overfitting.

2) Kernel-Based Models: For the kernel-based models, we mainly consider the support vector machine (SVM) [65]. It is also known as a support vector regression (SVR) when it is utilized for prediction or regression tasks. When compared to other nonlinear prediction models, it can avoid slipping into a local optimum [46], and has been widely adopted for parking prediction [48], [50], [56], [58], [66], [67]. The main principle behind SVM learning is to find the separated hyperplane that partitions the training data set appropriately and optimizes geometric separation. All sample points should be near to the hyperplane when performing prediction or regression tasks, and the overall variance between the sample points and the hyperplane should be minimized.

The estimated continuous-valued function of a one-dimensional example can be expressed as:

$$y = f(x) = \begin{bmatrix} w & b \end{bmatrix}^T \begin{bmatrix} x & 1 \end{bmatrix} = w^T x + b,$$  \( (1) \)

where \(x\) is the input vector, \(w\) is the normal vector to the hyperplane, and \(b\) is a bias. To conduct prediction or regression tasks, SVR often approximates Eq. (1) as an
TABLE III
THE COMMON KERNEL FUNCTIONS OF SVR. γ IS A
ADJUSTABLE PARAMETER

<table>
<thead>
<tr>
<th>Kernel Name</th>
<th>Function</th>
<th>Relevant Works</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>( K(x_i, x_j) = x_i^T x_j )</td>
<td>[48], [50], [67]</td>
</tr>
<tr>
<td>RBF</td>
<td>( K(x_i, x_j) = -\exp(\gamma</td>
<td></td>
</tr>
<tr>
<td>Sigmoid</td>
<td>( K(x_i, x_j) = \tanh(\gamma x_i^T x_j + b) )</td>
<td>[69]</td>
</tr>
</tbody>
</table>

optimization problem. Considering the linearly non-separable case in SVR [68], the optimization problem for SVR is derived after introducing the relaxation variables. Applying the Lagrange multiplier, the above formula can be expressed as:

\[
f(x) = w^T x + b = \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) (x, x_i) + b, \tag{2}
\]

where \( \alpha_i \) and \( \alpha_i^* \) are Lagrange multipliers. \( x \) is the input vector, e.g., the time series of historical parking occupancy rate and \( x_i \) is the \( i \)-th element of \( x \).

As we indicated before, SVR is a typical kernel-based model, which applies a kernel function to make the prediction problem linearizable [68]. The kernel functions can be different, the most widely-used kernel functions are shown in Table III. Using the kernel function, Eq. (2) can be rewritten as:

\[
f(x) = w^T x + b = \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) K (x_i, x) + b, \tag{3}
\]

where \( K(\cdot) \) is the kernel function.

3) Example-Based Methods: In this survey, the example-based methods mainly indicate the K-nearest neighbors (KNN) method. Since the KNN method can capture the extra spatial correlations from traffic networks, many researchers have employed it for parking prediction [57], [67].

The KNN model is a data-based non-parametric regression approach that predicts the label \( y \in \mathbb{R}^d \) of the pattern \( x \in \mathbb{R}^d \) based on a set of \( N \) observations, which has two steps: K-means clustering [21], [22] and non-parametric regression forecasting based on the clustering analysis [70]. In K-means clustering, the number of clusters is set to \( K \), and the data is then converged to the center of each cluster. The state vector defining the current state selects the neighbor data in the forecasting step, and the neighbor points are then utilized to anticipate the value of the following time step. The distance metric is very important in order to capture the neighbors correctly. The distance metric mainly includes the Manhattan, Minkowski, and Euclidean metrics [71].

KNN applies the regression function \( KNN(\cdot) \) to calculate the mean of the function values of its \( K \)-nearest neighbors:

\[
KNN(x) = \frac{1}{K} \sum_{i \in N_k(x)} y_i, \tag{4}
\]

where \( N_k(x) \) is a set containing the indices of \( x \).

The KNN approach is straightforward, easy to comprehend, and apply. It also does not require parameter estimation. However, when the samples are imbalanced, such as when the sample size of one class is large and the sample size of the other is small, it is possible that when a new sample is an input, the large-capacity class’s samples will predominate among the \( K \) neighbors of that sample.

4) Neural Network-Based Models: The neural network-based models learn parameters by training the historical observations [70], which show strong robustness and fault tolerance and are thus suitable for complex and dynamic traffic prediction. When compared to other traditional approaches, neural network-based models can obtain better prediction performance with a large amount of data. However, compared with other machine learning models, this model requires more computing resources and larger datasets to conduct accurate predictions. With the improvement of hardware computing performance, neural network-based models have been widely used in the field of parking prediction [7], [10], [20], [26], [50], [72].

The models for the neural network-based machine learning methods usually include the basic artificial neural networks (ANN) or the neural networks (NN). The basic unit of ANN is the artificial neuron, the structure of which is shown in Figure 1(a). In this figure, \( x = \{x_1, x_2, \ldots, x_n\} \) is the input vector, \( w = \{w_1, w_2, \ldots, w_n\} \) is the corresponding weight vector, and the function \( f(x) \) is the activation function. The output of a neuron is obtained as follows:

\[
y = \sigma \left( \sum_{i=1}^{n} w_i x_i + b \right), \tag{5}
\]

where \( b \) refers to the bias of the neuron and \( \sigma(\cdot) \) refers to the activation function, which has many properties to enhance or simplify the network containing the neuron [73].

There are connections among the neurons. The output of one neuron can be used as the input of the next neuron. Many connected neurons can form ANN, which is shown in Figure 1(b). During training, the weight vector \( w \) and the bias \( b \) are continuously modified to fit the real model and minimize the loss function [75]. When the loss is small enough, the training process is finished and a final prediction output \( \hat{y} \) can be obtained. The capacity to fully simulate complicated nonlinear connections, associative memory, and resilience and defect tolerance to noisy nerves may all be found in ANN models. However, ANN models still have some drawbacks including requiring large numbers of parameters, spending a long time on training, and lack of interpretability, etc.
C. Deep Learning Methods

Generally speaking, deep learning is a subclass of machine learning whose technology is based on the ANN model [74]. Compared with classical machine learning methods, deep learning methods require large amounts of data, learn on their own from the environment and past mistakes rather than human interventions, and usually spend a long time on training and achieving higher prediction accuracy. In this section, we mainly introduce deep neural networks (DNN), including feed-forward neural networks (FFNN), recurrent neural networks (RNN), and convolutional networks (CNN).

1) Feed-Forward Neural Networks: The simplest structure of FFNN is a structure with one-hidden layer, i.e., the hidden layer of the FFNN is single. This structure can be regarded as an ANN model, which is easy to implement but lacks robustness. To solve the problems, some researchers added an extra hidden layer to make more accurate predictions [9]. Sometimes, this deep FFNN model can be also called the multi-layer perception (MLP) [13], [14], [76], the structure of which is shown in Figure 2.

The parameters of back propagation neural network (BPNN) [77] models are adjusted during training to improve the accuracy of prediction outputs, which makes it also used in parking prediction problems [48], [67], [78].

However, on the whole, compared with other latest deep learning methods, the structure of FFNN models is simple and the spatial or temporal dependencies are often ignored, therefore, the FFNN models are usually adopted as deep learning baselines in recent studies.

2) Recurrent Neural Networks: For parking prediction problems, apart from the current information, historical information is also important for the outputs. For example, if an area is short of parking spaces in the morning, drivers are more likely to avoid this time of day for parking.

The RNN models [79], [80] update the current state depending on previous states and current inputs [81], which can model more complex temporal dependencies and be applicable for parking prediction tasks. In this survey, we mainly focus on three kinds of RNN models: the vanilla RNN models, the long-short term memory (LSTM) networks models, and the gated recurrent unit (GRU) models.

- Vanilla recurrent neural networks. The structure of vanilla recurrent neural networks is shown in Figure 3. We can express the calculation of RNN by the following formula:

\[
\begin{align*}
\mathbf{h}_t &= \tanh (U \mathbf{x}_t + W \mathbf{h}_{t-1} + \mathbf{b}_h), \\
\mathbf{y}_t &= \text{softmax}(V \mathbf{h}_t + \mathbf{b}_y),
\end{align*}
\]

where \( W, U, \) and \( V \) are the weight matrix, \( \tanh(\cdot) \) and \( \text{softmax}(\cdot) \) are the activation functions and \( \mathbf{b}_h \) and \( \mathbf{b}_y \) are the bias vectors. The parameters \( W, U, \) and \( V \) used in each time step are the same. At time \( t \), after this network receives the input \( \mathbf{x}_t \), the value of the hidden layer is \( h_t \) and the output value is \( y_t \). The key point is that the value of \( h_t \) does not only depend on the value of \( x_t \) but also \( h_{t-1} \), which makes RNN capture temporal dependencies and be suitable for parking prediction [17], [21], [27], [31], [40], [41], [50], [62], [67], [78], [82], [83], [84], [85]. However, the vanilla RNN models are unable to connect the relevant input information with a large gap [81], i.e., it is hard for vanilla RNN models to extract long-term dependencies. In addition, the vanilla RNN models face the problems of exploding and vanishing gradients [86].

- Long Short-term Memory Networks. To handle the “long-term dependencies” problems, long-short term memory networks were proposed by Hochreiter et al. [87]. Compared to the vanilla RNN, LSTM adopts the gating mechanism to regulate the transmission of information. The gates in LSTM include the input gate, output gate, and forget gate [88]. The structure of LSTM is shown in Figure 4(a). The calculation of LSTM can be shown as

\[
\begin{align*}
i_t &= \text{sigmoid}(W_i \mathbf{x}_t + W_{hi} \mathbf{h}_{t-1}), \\
f_t &= \text{sigmoid}(W_f \mathbf{x}_t + W_{hf} \mathbf{h}_{t-1}), \\
o_t &= \text{sigmoid}(W_o \mathbf{x}_t + W_{ho} \mathbf{h}_{t-1}), \\
\tilde{c}_t &= \tanh(W_c \mathbf{x}_t + W_{hc} \mathbf{h}_{t-1}), \\
c_t &= f_t \odot c_{t-1} + i_t \odot \tilde{c}_t, \\
h_t &= o_t \odot \tanh(c_t),
\end{align*}
\]

where \( i_t, f_t, o_t, c_t, \) and \( h_t \) are the input gate, forget gate, output gate, candidate gate, cell gate and the hidden status at time \( t \), respectively. \( \odot \) is the element-wise Hadamard product [89]. \( f_t \) determines the importance of \( c_{t-1} \) to calculate \( c_t \). When the switch of \( f_t \) is on, the network will disregard \( c_{t-1} \). Since this structure can capture long-term dependencies of time series data and can avoid exploding and vanishing gradients [90], the LSTM models are widely employed for parking prediction [2], [12], [14], [17], [24], [27], [28], [29].
Fig. 4. The illustration of the long-short term memory (LSTM) networks and the gated recurrent units (GRU). \( \sigma \) indicates the sigmoid activation function.

• **Gated Recurrent Units.** The GRU model proposed by Kyunghyun et al. [98] is another RNN variant to solve the exploding and vanishing gradients problems. The structure of GRU is shown in Figure 4. The gates value, hidden states of GRU can be calculated as

\[
\begin{align*}
z_t &= \text{sigmoid} (W_{xz} x_t + W_{zh} h_{t-1}) \\
r_t &= \text{sigmoid} (W_{xr} x_t + W_{hr} h_{t-1}) \\
\tilde{h}_t &= \text{tanh} (W_{xh} x_t + r_t \odot (W_{hh} h_{t-1})) \\
h_t &= (1 - z_t) \odot \tilde{h}_t + z_t \odot h_{t-1} \\
\end{align*}
\]

where \( \odot \) is the element-wise Hadamard product. We can see from the figure that at time \( t \) the reset gate \( r_t \) is used to control the effect of the previous moment hidden status \( h_{t-1} \) on the current input \( x_t \). If \( h_{t-1} \) is not important to \( x_t \), the reset gate \( r_t \) can be open to eliminate the effect of \( h_{t-1} \) on \( x_t \). Update gate \( z_t \) is used to decide whether to ignore \( x_t \) and can avoid exploding and vanishing gradients like the forget gate of LSTM [99].

The GRU models aggregate the forget and input gates in the LSTM into a single update gate and eliminate the cell state, resulting in fewer parameters and a simpler calculation structure, therefore, compared with the LSTM models, the GRU models usually spend less time on training and have been applied by [29], [40], [41], [48], [67], and [84] for parking prediction.

3) **Convolutional Neural Networks:** The parking forecasting problem not only has time dependence but also has a strong spatial correlation. For example, an area for parking can show an impact on the adjacent areas. The close distance between the two areas will lead to strong relationships. To capture the spatial correlations, some studies have adopted the CNN based models for parking prediction [10], [12], [24], which show better performance than the methods ignoring the spatial dependencies.

The structure of CNN models proposed by LeCun et al. [100] is shown in Figure 5(b). The main components of CNN include the convolutional layer, the pooling layer, and the fully-connected layer. The convolutional layers can extract key information from input (such as the images) to a feature map through convolutional operations (shown in Figure 5(a)). The pooling layer is used for minimizing the feature dimension. The fully-connected layers produce classifications by connecting all of the neurons in one layer to those in another.

The convolutional kernel is the key component of the convolutional layer. As Figure 5(a) shows, the convolutional layer is created by shifting the convolution kernel to the given step on the preceding layer. The weight of the kernel is shared in convolutional layers, which can reduce the network’s complexity and boost its generalization ability by controlling the number of free parameters [46].

To leverage these advantages, some researchers model the parking networks into grid structures. For example, Provoost et al. [10] created an \( 8 \times 8 \) kernel for the traffic inputs and a \( 4 \times 4 \) kernel for the look-back window to capture the spatial correlations. Ghosal et al. [12] modeled the block-level parking lots into grid structures for parking occupancy prediction. After using CNN models for capturing the spatial correlations, to further capture the temporal dependencies of parking prediction problems, the CNN models are often combined with RNN based models [12], [24]. Under these circumstances, the spatio-temporal correlations are captured, which is more possible to achieve higher prediction compared with methods without taking spatial dependencies into account.
appropriate. To solve the problems, researchers have used the different colors to indicate different areas, therefore, modeling bays in Melbourne. Each point indicates a parking bay and will be denoted as $G$ in Figure 7(c)). Figure 7(a) shows the distribution of parking spaces are often presented as a non-Euclidean structure (shown in Figure 6). The one-dimension CNN can learn time series dependencies [101] and can avoid vanishing or exploding gradients [103]. In RNN, the prediction of the subsequent time step must wait for the completion of the previous time step, nevertheless the convolution in CNN can be performed in parallel because each layer uses the same filter, which leads to a high training efficiency [2]. However, the CNN model requires the use of raw sequences up to a valid historical record length and therefore may require more memory during the evaluation. Besides, the potential parameter changes should also be considered [104].

### D. Graph Neural Network Models

The CNN models are generally suitable for Euclidean structure data, which is shown in Figure 7(b). However, the parking spaces are often presented as a non-Euclidean structure (shown in Figure 7(c)). Figure 7(a) shows the distribution of parking bays in Melbourne. Each point indicates a parking bay and different colors indicate different areas, therefore, modeling the spatial dependencies using CNN models is not quite appropriate. To solve the problems, researchers have used the graph to model the parking space networks and capture the spatial dependencies.

The graph of a parking network with $N$ nodes at time $t$ can be denoted as $G_t = (V_t, E, W)$, where $V_t$ is the set of vertices at time $t$, $E$ is the set of edges that connect the vertices, and $W \in \mathbb{R}^{N \times N}$ is the weighted adjacency matrix of $G_t$, the element of which $w_{ij}$ indicates the relationships of vertex $v_i$ and $v_j$. The weight matrix is regarded as the key to capturing spatial dependency [105], which is often calculated by the distance of nodes. Xiao et al. [2] adopted the Gaussian kernel [106] to calculate the weight matrix, which is expressed as

$$w_{ij} = \begin{cases} \exp\left(-\frac{d_{ij}^2}{\sigma^2}\right), & i \neq j \text{and } \exp\left(-\frac{d_{ij}^2}{\sigma^2}\right) \geq \varepsilon, \\ 0, & \text{otherwise}. \end{cases}$$

where $d_{ij}$ is the distance between vertex $v_i$ and $v_j$, $\varepsilon$ is the gate to decide on the density of $W$, and $\sigma^2$ is for controlling the distribution of $W$.

To process the graph data, graph neural networks (GNN) are proposed. The GNN models can be divided into two categories: the spectral methods and the spatial methods. The spectral methods transfer graph data to the spectral domain for convolution and the most commonly used approach of the spectral methods is graph convolutional networks (GCN). The GCN is first proposed by Bruna et al. [107]. They first calculate the symmetric normalized Laplacian matrix $L$ by $L = I - D^{-\frac{1}{2}} W D^{-\frac{1}{2}}$, where $I \in \mathbb{R}^{N \times N}$ is the identity matrix and $D \in \mathbb{R}^{N \times N}$ is the degree matrix. Then the graph convolution operation is defined as

$$\Theta *_G x = \Theta(L)x = \Theta(\Lambda U^T) x = U \Theta(\Lambda) U^T x,$$

where $x$ is the input, $\Theta$ is the graph kernel, $\Lambda$ is the diagonal matrix of eigenvalues of $L$, and $U$ is the matrix made up of eigenvectors of $L$. To reduce the complexity of the convolution operations, Defferrard et al. [108] proposed a localized spectral filtering method. Using these methods, a polynomial filter is expressed as

$$\Theta(\Lambda) = \sum_{k=0}^{K-1} \theta_k \Lambda^k,$$

where $\theta_k$ is the corresponding coefficient of $\Lambda^k$ and $K$ is the size of the graph convolution kernel. In this way, the graph convolution is $K$-localized and the complexity has reduced from $O(N^2)$ to $O(K|V|)$. The subsequent Chebyshev approximation [108] and first-order approximation [109] can further minimize computing complexity even more and prevent gradient explosion. In conclusion, the spectral-based GNN models have sufficient theoretical knowledge, and some studies have used GCNs to extract spatial correlations and then used them for parking prediction [2], [29], [48], [110].

Different from the spectral-based GNN models, the spatial-based GNN models employ to use the message-passing mechanism and define the graph convolution based on the spatial relationship of the nodes. The central node representation and the neighbor node representation are combined in the graph convolution of spatial-based GNN models to create a new representation of that node. The two typical representatives of the spatial-based GNN models are graph sample and aggregate (GraphSage) [111] and graph attention networks (GAT) [112]. The former extends traditional GCN into an inductive learning task by training a function (convolutional layer) of the neighbors of the aggregated nodes, which acts as a generalization to unknown nodes. The latter then applied a masked self-attention layer to solve the problems of previous models based on graph convolution, which does not need to use pre-built graphs.
Compared with spectral-based GNN models, the spatial-based GNN models can be used for directed graphs and non-fixed graphs [113]. In recent years, these spatial-based GNN have been widely adopted for prediction like traffic prediction [114], [115], [116]. Unfortunately, we have only found two related works [40], [41] using spatial-based GNN models for parking prediction.

In summary, different forecasting methods have their own characteristics, and we summarize all the methods used for parking forecasting in Table IV.

IV. PROBLEMS

There have been various works for parking prediction in recent years. In this section, we discuss the state-of-the-art works and categorize the different types of parking prediction problems considered in this article. Table VI shows a complete list of the parking prediction issues explored in this study.

A. Parking Availability Prediction

Parking availability shows strong seasonal characteristics, such as the time-of-the-day repetitive pattern and the day-of-the-week repetitive pattern, which can be dug out from historical observations [128]. The prediction problem definition is predicting the data of the next \(H\) time steps based on the previous \(M\) historical observations, which can be defined as

\[
\hat{a}_{t+1}, \ldots, \hat{a}_{t+H} = \arg\max_{a_{t+1}, \ldots, a_{t+H}} \{\log \Pr (a_{t+1}, \ldots, a_{t+H} | a_{t-M+1}, \ldots, a_t)\},
\]

(12)

where \(a_t\) is the historical observation at time \(t\), \(\hat{a}_{t+1}\) is the predicted value as time \(t + 1\), and \(\Pr (\cdot | \cdot)\) is the conditional probability function. The historical observations change with different prediction tasks, for example, when using the parking occupancy rate (POR) to evaluate parking availability, the historical observations become the historical POR. Generally speaking, parking availability prediction is the most common of the parking prediction problems, including predicting the parking occupancy rate (POR), and the number of free parking slots, and the car parking count. The main prediction task of some works is parking space prediction, which is ambiguous. Towards this end, we have carefully analyzed these works to classify them into the above three categories of parking availability forecasting.

1) Parking Occupancy Rate: Among the three parking availability prediction problems mentioned above, the POR prediction has been studied in many works [2], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [76], [110]. Compared with other two prediction tasks, the POR prediction can indicate the parking availability directly without providing detailed parking lot information. When the POR is close to 1, the driver will know that there are not enough parking spaces left in the area and will choose another area to park, which will effectively alleviate the problem of spending a lot of time looking for parking spaces.

The calculation of POR is important, which relates to the accuracy of the time series used for prediction. In previous studies, this problem has not been studied yet. In this survey, we divide the POR calculation into two categories, the average POR and the instantaneous POR. Suppose there are \(N\) parking bays in an area \(a\), the average POR of this area at time \(t\) is calculated as follows:

\[
\text{POR}_{\text{av}} = \frac{\sum_{i=1}^{N} n_i}{NT},
\]

(13)

where \(n_i\) is the number of occupied parking bays in area \(a\) at time \(t\). It is obvious that the instantaneous POR is more appropriate to respect the real parking availability since it brings POR to a precise time step. This calculation method has been adopted by several studies [2]. However, the average occupancy is more commonly used since it can be calculated by knowing only the arrival time and the departure time of the parking bay, which helps pre-processing parking data quickly. This method has been employed by [14].

2) The Number of Free Parking Slots: This problem is easy to explain, i.e., predicting the number of free parking slots in the future based on historical studies. Compared with POR prediction, this prediction problem has its own advantages, i.e., when a parking area is large and has a large number of vehicles parked, using POR to indicate parking availability may cause drivers to choose to park in other areas, even though there are a certain number of free parking bays in the area. Imagine a scenario where a parking lot has 1,000 parking bays, one driver knows it has a POR of 0.95, and another driver knows there are 50 free parking bays in the parking lot. Then often the first driver will go to another parking lot and the second driver will continue to that parking lot. Considering the role of this prediction task, there are also several works using the number of free parking slots for parking availability prediction [47], [50].

3) Car Parking Count: Some studies also use the car parking count [19], [28], [48], [67], [92], i.e., the number of occupied parking bays, to predict the parking availability. This is similar to predicting the number of free parking slots. However, if the number of occupied parking bays is used to predict parking spaces, drivers need to know additional information about the number of parking spaces in the parking area, therefore, we do not recommend this approach for predicting parking availability.

4) Availability Rate: The availability rate (AVR) was first proposed by Tekouabou and Abdellaoui et al. [59], [62]. The AVR is defined as the ratio of the capacity minus the occupation at time \(t\), on the capacity of the parking lot, which can be calculated by

\[
\text{AVR}(t) = \frac{\text{Capacity} - \text{Occupancy}(t)}{\text{Capacity}},
\]

(15)
<table>
<thead>
<tr>
<th>Methods</th>
<th>Relevant Works</th>
<th>Strength</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>statistical methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HA</td>
<td>[12], [2], [47], [48]</td>
<td>The algorithm is simple, and the parameters can be estimated online by the least square method (LS).</td>
<td>Without considering the influence of the current state change.</td>
</tr>
<tr>
<td>ARIMA</td>
<td>[50], [13], [2], [17], [20], [23], [15], [47]</td>
<td>Short-term prediction works well.</td>
<td>Can only capture linear relationships, not nonlinear relationships.</td>
</tr>
<tr>
<td>linear interpolation</td>
<td>[52]</td>
<td>Guaranteed convergence.</td>
<td>Only the continuity of each small curve at the connection point can be ensured.</td>
</tr>
<tr>
<td>Kalman filters</td>
<td>[1]</td>
<td>Only the current measured value and the predicted value of the previous cycle are needed for state estimation.</td>
<td>When the moving target is blocked for a long time, the tracking of the target will be lost.</td>
</tr>
<tr>
<td>continuous-time Markov model</td>
<td>[11], [26]</td>
<td>The probability of a system with maintenance capability and multiple degraded states can be calculated.</td>
<td>The predicted sequence may have some parts that don’t actually happen.</td>
</tr>
<tr>
<td>regression models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LR: [55], [28], [23], [56], DT and RF: [57], [9], [52], [56], [58], [7], [10], [19], [59], [117], [62], [30], LASSO: [12], [48]</td>
<td>It is simpler and more convenient to analyze multi-factor models.</td>
<td>The algorithm is relatively simple and low-level.</td>
<td></td>
</tr>
<tr>
<td>kernel-based methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM/SVR: [66], [56], [58], [7], [50], [55], [48], [67], [23]</td>
<td>Kernel function can be used to map to high-dimensional space, and nonlinear classification can be solved.</td>
<td>It is difficult to train large-scale data and cannot directly support multi-classification.</td>
<td></td>
</tr>
<tr>
<td>example-based methods</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KNN: [67], [57]</td>
<td></td>
<td>It can be used for classification and regression, and the training time complexity is lower than that of algorithms such as support vector machines.</td>
<td>A large amount of calculation, especially when there are many features, leads to a slower prediction speed than logistic regression and other algorithms. Compared with the decision tree model, the KNN model is not interpretable.</td>
</tr>
<tr>
<td>neural network-based models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANN: [7], [50], [10], [72], [26], [20]</td>
<td>Strong parallel processing ability, strong robustness and fault tolerance to noisy nerves, and associative memory.</td>
<td>A large number of parameters are needed. The learning process cannot be observed, the output results are difficult to explain, and the learning time is too long.</td>
<td></td>
</tr>
<tr>
<td>PFNN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLP: [9], [23], [76], [13], [14], BPNN: [78], [48], [67], SAE: [48], [67]</td>
<td>The high degree of parallel processing, high degree of nonlinear global effect, and very strong self-adaptive and self-learning functions.</td>
<td>It is very difficult to select the number of hidden nodes in the network. The stopping threshold, learning rate, and momentum constant need to adopt the “trial-and-error” method, which is extremely time-consuming and easy to fall into local extremum.</td>
<td></td>
</tr>
<tr>
<td>RNN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vanilla RNN: [50], [40], [41], [82], [17], [78], [27], [67], [62], [21], [31] [83], [84], [85]; LSTM: [91], [13], [14], [52], [2], [82], [17], [78], [27], [92], [48], [67], [24], [31], [83], [93], [94], [84], [95], [96], [97]; GRU: [40], [41], [48], [67], [29], [84]</td>
<td>Faced with time series-sensitive problems and tasks, it is usually more appropriate and has a certain memory effect. The variant solves the problem of the vanishing gradient caused by a gradual reduction in gradient backpropagation.</td>
<td>There are disadvantages in parallel processing, and the gradient problem has been solved to some extent in its variants, but it is still not enough, and the calculation takes time.</td>
<td></td>
</tr>
<tr>
<td>CNN</td>
<td>[10], [12], [24], [2]</td>
<td>Sharing convolution kernel, there is no pressure on high-dimensional data processing, and it is necessary to manually select features and train the weights, so that the feature classification effect is good.</td>
<td>Insufficient biological support, no memory function. Gradient descent algorithm can easily make the training result converge to the local minimum instead of the global minimum.</td>
</tr>
<tr>
<td>spectral models</td>
<td>[29], [2], [48], [42], [110]</td>
<td>Compared with the method of decomposing classes, GNN can learn on large graphs. It naturally fuses the attribute information of graphs for learning.</td>
<td>The calculation cost of the model increases sharply with the increase of the graph size, and can only work on undirected graphs. Given a fixed graph, it is difficult to add new nodes.</td>
</tr>
<tr>
<td>spatial models</td>
<td>[40], [41]</td>
<td>It can be implemented in some nodes and node sampling can be introduced to improve efficiency. Any kind of diagram will do. Local convolution is performed at each node and weights can be shared between different locations and structures</td>
<td>In the calculation process, the mapping in the formula must be compression mapping, which seriously limits the modeling ability. Since many iterations are required between gradient descent steps, the computational cost of GNN is expensive.</td>
</tr>
<tr>
<td>Reference</td>
<td>Year</td>
<td>Generation</td>
<td>Model</td>
</tr>
<tr>
<td>-------------------</td>
<td>------</td>
<td>------------</td>
<td>--------</td>
</tr>
<tr>
<td>Caliskan et al. [11]</td>
<td>2007</td>
<td>1</td>
<td>Markov model</td>
</tr>
<tr>
<td>Chen et al. [47]</td>
<td>2013</td>
<td>1</td>
<td>ARMA</td>
</tr>
<tr>
<td>Rajabioun et al. [16]</td>
<td>2015</td>
<td>1</td>
<td>AR</td>
</tr>
<tr>
<td>Monteiro et al. [6]</td>
<td>2018</td>
<td>1</td>
<td>Poisson processes</td>
</tr>
<tr>
<td>Xiao et al. [26]</td>
<td>2018</td>
<td>1</td>
<td>Markov model</td>
</tr>
<tr>
<td>Liu et al. [15]</td>
<td>2018</td>
<td>1</td>
<td>AR</td>
</tr>
<tr>
<td>Bock et al. [1]</td>
<td>2019</td>
<td>1</td>
<td>KNN</td>
</tr>
<tr>
<td>Ismail et al. [13]</td>
<td>2021</td>
<td>1</td>
<td>MLP</td>
</tr>
<tr>
<td>Schneebel et al. [118]</td>
<td>2021</td>
<td>1</td>
<td>MLP</td>
</tr>
<tr>
<td>Richte et al. [119]</td>
<td>2014</td>
<td>2</td>
<td>clustering</td>
</tr>
<tr>
<td>Zheng et al. [7]</td>
<td>2015</td>
<td>2</td>
<td>ANN</td>
</tr>
<tr>
<td>Leu et al. [55]</td>
<td>2015</td>
<td>2</td>
<td>SVR</td>
</tr>
<tr>
<td>Zain et al. [20]</td>
<td>2016</td>
<td>2</td>
<td>ANN</td>
</tr>
<tr>
<td>Stölt et al. [22]</td>
<td>2017</td>
<td>2</td>
<td>KNN</td>
</tr>
<tr>
<td>Lu et al. [120]</td>
<td>2018</td>
<td>2</td>
<td>DT</td>
</tr>
<tr>
<td>Feng et al. [28]</td>
<td>2019</td>
<td>2</td>
<td>DT</td>
</tr>
<tr>
<td>Kim et al. [18]</td>
<td>2019</td>
<td>2</td>
<td>RF</td>
</tr>
<tr>
<td>Monteau et al. [111]</td>
<td>2019</td>
<td>2</td>
<td>KNN</td>
</tr>
<tr>
<td>Chawake et al. [112]</td>
<td>2019</td>
<td>2</td>
<td>SVR</td>
</tr>
<tr>
<td>Awal et al. [57]</td>
<td>2020</td>
<td>2</td>
<td>KNN</td>
</tr>
<tr>
<td>Abdellaoui et al. [59]</td>
<td>2020</td>
<td>2</td>
<td>RF</td>
</tr>
<tr>
<td>Zhao et al. [113]</td>
<td>2020</td>
<td>2</td>
<td>SVR</td>
</tr>
<tr>
<td>He et al. [25]</td>
<td>2020</td>
<td>2</td>
<td>ANN</td>
</tr>
<tr>
<td>De et al. [30]</td>
<td>2021</td>
<td>2</td>
<td>SVR</td>
</tr>
<tr>
<td>Parmar et al. [39]</td>
<td>2021</td>
<td>2</td>
<td>ANN</td>
</tr>
<tr>
<td>Elder et al. [56]</td>
<td>2021</td>
<td>2</td>
<td>SVR</td>
</tr>
<tr>
<td>Pozzo et al. [124]</td>
<td>2021</td>
<td>2</td>
<td>DT</td>
</tr>
<tr>
<td>Sonntag et al. [58]</td>
<td>2021</td>
<td>2</td>
<td>SVR</td>
</tr>
<tr>
<td>Chen et al. [23]</td>
<td>2014</td>
<td>3</td>
<td>PFNN</td>
</tr>
<tr>
<td>Ji et al. [72]</td>
<td>2015</td>
<td>3</td>
<td>BPNN</td>
</tr>
<tr>
<td>Vlahogianni et al. [76]</td>
<td>2016</td>
<td>3</td>
<td>MLP</td>
</tr>
<tr>
<td>Badri et al. [50]</td>
<td>2018</td>
<td>3</td>
<td>RNN</td>
</tr>
<tr>
<td>Shao et al. [14]</td>
<td>2018</td>
<td>3</td>
<td>LSTM</td>
</tr>
<tr>
<td>Rong et al. [52]</td>
<td>2018</td>
<td>3</td>
<td>LSTM</td>
</tr>
<tr>
<td>Li et al. [78]</td>
<td>2018</td>
<td>3</td>
<td>LSTM</td>
</tr>
<tr>
<td>Camero et al. [21]</td>
<td>2018</td>
<td>3</td>
<td>RNN</td>
</tr>
<tr>
<td>Pang et al. [125]</td>
<td>2018</td>
<td>3</td>
<td>PFNN</td>
</tr>
</tbody>
</table>
where Occupancy(\(t\)) is the number of occupied parking bays at time \(t\) and Capacity is the number of all parking bays. It is easy to find out that the sum of AVR and the POR at time \(t\) is 1, therefore, we consider the two to be equivalent to some degree when measuring parking availability.

Although different studies have taken different approaches to parking occupancy prediction, the purpose of their predictions is essentially the same. All studies try to accurately predict parking occupancy to provide appropriate guidance to decision-makers or drivers. Besides, when some information is known, e.g., different approaches can be converted to each other. The main difference among these forecasting approaches is how they help the drivers to judge if a parking area is available. To better show the parking occupancy of an area, we suggest using POR and AVR for the larger parking areas and using the number of free parking slots for smaller parking areas if possible. As for the car parking count, since drivers may be not familiar with the parking area, it may mislead the drivers sometimes.

### B. Parking Behavior Prediction
Parking behavior respects a series of actions and manners pertaining to parking [28]. These actions and manners may include the arrival and departure of vehicles. The purposes of car parking are also included such as shopping, working,
etc. These behaviors are impacted by many factors, such as the weather, holidays, time of the day, etc. Feng et al. [28] explored different methods including LR, DT, and RF for parking behavior prediction. The weather and holiday features were also considered in their work. However, they only considered the arrivals and did not consider the departures of vehicles and their models failed to capture long-term temporal patterns. To this end, Zhang et al. [27] developed a periodic weather-aware LSTM model based on historical data, weather, environments, weekdays, and events to forecast parking behavior. This model was more applicable since it considered the departures of vehicles. This model could also achieve higher prediction accuracy since it could capture long-term dependencies.

Parking behavior prediction can provide information on the arrivals and departures of vehicles, which is also an important role of PGIS. Several works have explored this problem and confirmed the importance of parking behavior prediction in finding an available parking space [8], [9], [27], [28], [29], [30], [31]. When modeling time series prediction problems, parking occupancy prediction and parking behavior prediction are similar and be modeled using the approaches listed in Section III. However, there are still some differences. Compared with parking occupancy prediction, parking behavior prediction focuses more on how drivers behave when looking for parking spaces. The results of parking behaviors can include some potential information. For instance, when the departure rate is high, though the POR of a parking area is 100%, it is worth waiting until a car leave. It is possible to calculate the growth of parking space usage for a parking lot by subtracting the number of arrivals from the number of departures, which is especially helpful for smart parking systems. Besides, parking behavior prediction often uses both arrival and departure datasets. Though we do not find there is research using the relationships between arrivals and departures, we think it is a potential research direction to dig out the relationships using some methods worth trying, e.g., attention mechanism.

C. Parking Demand Prediction

This problem is similar to the parking prediction problem, nevertheless it tends to be more of a macro analysis of overall parking needs. In addition to the traffic congestion and finding vacant parking spaces, the parking demand may have an effect on the parking price, i.e., high parking demand tends to result in a higher parking price [44], therefore, it is also meaningful to study the problem of parking demand prediction. Zheng et al. [129] created a parking demand prediction model based on the distribution of parking arrival and departure patterns, proposed a parking trend-based method for determining the prediction interval, and adopted utilizing curve fitting and undetermined coefficient methods to calibrate the parameters and predict the parking demand. Liu et al. [130] employed the CNN and LSTM models to capture spatial and temporal dependencies, respectively. Compared with other baselines, their model achieved the highest performance. The above researches and some other related researches [131], [132] show that accurate parking demand prediction provides technical support for parking planning, which is a direction worth studying in depth.

D. Factors of Parking Prediction

Parking prediction is generally a time series prediction problem [14], the prediction results of which may be influenced by many factors, thus we add the factors that are worth considering here.

1) On-Street or Off-Street: Off-street facilities (such as parking garages) are usually sparsely scattered in cities, so drivers are required to be more proactive in finding suitable parking places [133]. On-street parking is more widely distributed and easier to find. Furthermore, on-street parking is a city-managed public resource, whereas off-street parking is privately owned. In addition, on-street parking bays are distributed similarly to strips, while off-street parking bays are often scattered in a grid pattern. Thus, on-street parking and off-street parking should be considered separately.

2) Temporal Pattern: Temporal patterns, such as the time of the day, the day of the week, and holidays, are other factors that may influence parking prediction. For example, the POR is high at noon and low in the morning and evening [14]. On weekdays, cars are more likely to be parked in the working places while on weekends and holidays, people are more likely to park near their homes. Some studies [76], [134] also show that the distribution of duration changes with the temporal patterns like weekdays and weekends, morning and evenings. Therefore, temporal patterns are important points that should not be easily ignored.

3) Other Factors: There are also other factors that can be considered. For example, the weather conditions can greatly influence parking behaviors [10], [50], [82]. Xiao et al. [2] considered the effect of parking duration distribution on POR. Gong et al. [29] took coronavirus disease 2019 (COVID-19) into account and revealed the impact of the pandemic on parking behavior. Provoost et al. [10] proved that the sensor information can be processed and help describe and predict the spatial and temporal situations.

E. Other Problems

Apart from the three kinds of parking prediction problems listed above, there are some interesting problems of parking prediction, which are listed as follows.

- **The probability of a free space to continue being free.** Vlahogianni et al. [76] applied survival analysis to forecast the likelihood that a parking space will be available in the following time periods based on the assumption that the duration of a free parking spot follows a Weibull distribution. Caicedo et al. [8] carried out a similar work. They estimated future departures according to the arrivals.
- **In-flux and out-flux.** Kamilaris et al. [9] developed a real-time parking area state model. In addition to the conventional parking occupancy rate, they also studied the in-flux and out-flux of parking, which is a more difficult
problem, since it was not based exclusively on occupancy rate.

- **Parking duration time estimation.** This problem is similar to the departure estimation since the arrival time for parking is generally known in advance. Through studying the parking duration, Shao et al. [14] found that the parking duration generally followed the exponential distribution. This property was later exploited by Xiao et al. to design an attention mechanism to improve the prediction performance [2].

- **Successful parking probability.** Wu et al. [135] proposed a successful parking probability prediction algorithm that may be used to enhance parking spot prediction after a short or long drive. Rizvi et al. [136] created a smart parking suggestion system for smart cities that was agent-oriented. In addition to the advantages of the model proposed by Wu et al. [135], their system took average waiting time, average parking time, and average walking time into consideration, which is more useful for determining the best parking space.

- **Bike parking availability.** Compared with the conventional parking availability prediction, this problem uses the number of bicycles as a prediction target. Leu et al. [55] used an SVR model to predict the number of bicycles in Ubike stations. A proportional selection method was also adopted for increasing the prediction performance. Chen et al. [47] then created a generalized additive model to calculate the distribution of the time spent waiting for the next available bike and the pace at which bikes arrive. These bike parking availability prediction methods can increase the utilization rate of non-motorized vehicles, thereby reducing air pollution.

- **Truck parking availability.** The prediction target converts from the general vehicles’ parking availability to the truck parking availability [83].

- **Taxi parking availability.** The prediction target converts from the general vehicles’ parking availability to the taxi parking availability [1].

All the parking prediction problems as well as the considered factors surveyed by this article are summarized in Table VI.

V. Evaluation Metrics, Open Datasets, and Open-Source Codes

In this section, we mainly introduce some additional information that is useful for parking prediction. The information includes evaluation metrics, open datasets, and open-source codes.

A. Evaluation Metrics

To evaluate the accuracy of the prediction, it is important to choose appropriate evaluation metrics. All the evaluation metrics used for parking prediction are listed as follows.

- **Precision.** Precision is defined as the proportion of all samples labeled as positive that are genuinely positive [57], which is expressed as

\[
\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalsePositive}}.
\]

- **Recall.** Recall is defined as the fraction of all the positive samples, which is expressed as

\[
\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}}.
\]

- **F1-Score.** F1-Score is defined as the harmonic mean of precision and recall, which is expressed as

\[
F1\text{-Score} = \frac{2 \times (\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}}.
\]

- **Accuracy.** Accuracy is known as the ratio of the number of correctly predicted samples to the total number of samples, which is expressed as

\[
\text{Accuracy} = \frac{\text{CorrectPredictions}}{\text{TotalSamples}}.
\]

- **Mean Absolute Error.** Mean absolute error (MAE) is defined as

\[
\text{MAE} = \frac{1}{N} \sum_{n=1}^{N} |\hat{y}_n - y_n|,
\]

where \(y_n\) is the true value, \(\hat{y}_n\) is the predicted value, and \(N\) is the number of samples.

- **Mean Absolute Percentage Error.** Mean absolute percentage error (MAPE) is defined as

\[
\text{MAPE} = \frac{1}{N} \sum_{n=1}^{N} \left| \frac{\hat{y}_n - y_n}{y_n} \right| \times 100%,
\]

where \(y_n\), \(\hat{y}_n\), and \(N\) are defined in the same way as in MAE. However, this method can not deal with the situation when the truth values contain 0. This problem can be solved by adopting the weighted mean absolute percentage error (WMAPE) [137].

- **Mean Square Error.** Mean square error (MSE) is defined as

\[
\text{MSE} = \frac{1}{N} \sum_{n=1}^{N} (\hat{y}_n - y_n)^2
\]

where \(y_n\), \(\hat{y}_n\), and \(N\) are defined in the same way as in MAE.

- **Root Mean Square Error.** Root mean square error (RMSE) is defined as

\[
\text{RMSE} = \sqrt{\frac{\sum_{n=1}^{N} (\hat{y}_n - y_n)^2}{N}},
\]

where \(y_n\), \(\hat{y}_n\), and \(N\) are defined in the same way as in MAE.

- **Sum of Square Error.** Sum of square error (SSE) is defined as

\[
\text{SSE} = \sum_{n=1}^{N} (\hat{y}_n - y_n)^2
\]
where \(y_n, \hat{y}_n, \) and \(N\) are defined in the same way as in MAE.

- **Relative Absolute Error**. Relative absolute error (RAE) is defined as
  \[
  \text{RAE} = \frac{\sum_{n=1}^{N} |\hat{y}_n - y_n|}{\sum_{n=1}^{N} |y_n - \bar{y}|},
  \]
  where \(y_n, \hat{y}_n, \) and \(N\) are defined in the same way as in MAE. \(\bar{y}\) is calculated by
  \[
  \bar{y} = \frac{1}{N} \sum_{n=1}^{N} y_n,
  \]

- **Root Relative Squared Error**. Root relative squared error (RRSE) is defined as
  \[
  \text{RRSE} = \sqrt{\frac{\sum_{n=1}^{N} (\hat{y}_n - y_n)^2}{\sum_{n=1}^{N} (y_n - \bar{y})^2}},
  \]
  where \(y_n, \hat{y}_n, \) and \(N\) are defined in the same way as in MAE. \(\bar{y}\) is calculated by
  \[
  \bar{y} = \frac{1}{N} \sum_{n=1}^{N} y_n.
  \]

- **False Positive Rate**. False positive rate (FPR) is first adopted by [6], which is defined as
  \[
  \text{FPR} = \frac{\sum_{b=1}^{B} \sum_{n=1}^{N} \mathbb{I} [R_b(n) = 1 \cap a_b(n) = 0]}{\sum_{b=1}^{B} \sum_{n=1}^{N} \mathbb{I} [a_b(n) = 0]},
  \]
  where \(B\) is the number of blocks, \(R_b(t)\) is the parking recommendation of the \(n\)-th parking bay of the \(b\)-th block, \(a_b(t)\) is the parking availability of the \(n\)-th parking bay of the \(b\)-th block, and \(\mathbb{I}[x]\) equals 1 if \(x\) is true and 0 if \(x\) is false.

- **False Negative Rate**. False negative rate (FNR) is defined as
  \[
  \text{FNR} = \frac{\sum_{b=1}^{B} \sum_{n=1}^{N} \mathbb{I} [R_b(n) = 0 \cap a_b(n) > 0]}{\sum_{b=1}^{B} \sum_{n=1}^{N} \mathbb{I} [a_b(n) > 0]},
  \]
  where the meaning of the symbols is the same as that of FPR.

- **The Coefficient of Determination**. The coefficient of determination \(R^2\) is defined as
  \[
  R^2 = 1 - \sum_{n=1}^{N} \frac{(\hat{y}_n - y_n)^2}{(\bar{y} - y_n)^2},
  \]
  where the meaning of the symbols is the same as that of RRSE.

- **Mean Absolute Scaled Error**. Mean absolute scaled error (MASE) was first proposed by [138] and is defined as
  \[
  \text{MASE} = \text{mean} \left( \frac{|\hat{y}_i - y_i|}{\frac{1}{N-1} \sum_{i=2}^{N} |y_i - y_i-1|} \right),
  \]
  where \(y_i\) is the real value at time \(t\) and \(\hat{y}_i\) is the predicted value.

- **Mean Relative Deviation**. Mean relative deviation (MRD) was proposed by [11] for POR prediction, which is defined as
  \[
  \text{MRD} = \frac{\sum_{n=1}^{N} \pi_n \cdot |\hat{O}_n - O_n|}{\sum_{n=1}^{N} \pi_n},
  \]
  where \(\pi_n\) denotes the probability assigned for occupancy state \(\hat{O}_n\) and \(O_n\) is the true POR.

---

### Table VII

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Relevant Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>[57], [52], [95], [30]</td>
</tr>
<tr>
<td>Recall</td>
<td>[57], [52], [95], [30]</td>
</tr>
<tr>
<td>F1-Score</td>
<td>[57], [95], [30], [58]</td>
</tr>
<tr>
<td>Accuracy</td>
<td>[57], [82], [27], [92], [24], [31], [125]</td>
</tr>
<tr>
<td>MAE</td>
<td>[76], [6], [7], [9], [10], [12], [13], [14], [40], [41], [2], [17], [35], [18], [48], [67], [62], [21], [59], [127], [29], [30], [31], [123], [83], [93], [42], [84], [25], [85], [97], [126], [117], [110]</td>
</tr>
<tr>
<td>MAPE</td>
<td>[76], [12], [14], [16], [2], [28], [48], [67], [23], [29], [123], [83], [42], [97], [126], [110]</td>
</tr>
<tr>
<td>MSE</td>
<td>[7], [9], [10], [72], [15], [78], [22], [23], [127], [94], [84], [97], [126], [96]</td>
</tr>
<tr>
<td>RMSE</td>
<td>[76], [10], [13], [40], [41], [2], [82], [17], [78], [27], [55], [28], [47], [1], [48], [67], [20], [62], [59], [127], [29], [31], [56], [123], [83], [93], [84], [85], [122], [126], [120], [117], [110]</td>
</tr>
<tr>
<td>SSE</td>
<td>[121], [126]</td>
</tr>
<tr>
<td>RAE</td>
<td>[55]</td>
</tr>
<tr>
<td>RRSE</td>
<td>[76], [14], [55]</td>
</tr>
<tr>
<td>FPR</td>
<td>[6]</td>
</tr>
<tr>
<td>FNR</td>
<td>[6]</td>
</tr>
<tr>
<td>R²</td>
<td>[7], [10], [26], [28], [62], [59], [129]</td>
</tr>
<tr>
<td>MASE</td>
<td>[50], [9]</td>
</tr>
<tr>
<td>MRD</td>
<td>[11]</td>
</tr>
<tr>
<td>CRPS</td>
<td>[48]</td>
</tr>
</tbody>
</table>

- **Continuous Ranked Probability Score**. Continuous ranked probability score (CRPS) was proposed by [139] and was adopted by [48] for probabilistic prediction of parking duration. CRPS is defined as
  \[
  \text{CRPS} = \frac{1}{|B_m|} \sum_{i=1}^{B_m} \int_{0}^{R_i} \left( F_i(x) - H(x - \xi_{i,r}) \right)^2 \, dx,
  \]
  where \(R_i\) is the number of parking events of the \(i\)-th block, \(h\) is the upper bound of parking duration, \(F_i(x)\) is the empirical cumulative distribution function of the \(i\)-th block, \(\xi_{i,r}\) is the true observation of each parking event, and \(H(\cdot)\) is the Heaviside step function [48].

The evaluation metrics with related studies are summarized in Table VII. The MAE and RMSE metrics are the most two popular metrics since they are easy to calculate and compare the performance. Besides, there are also no obvious restrictions on the data used for the calculations.

#### B. Datasets

The open datasets are summarized in Table VIII and the details of these datasets are listed as follows. For presentation purposes, we have named some of the datasets.

- **SFpark**. This subset uses over 8,000 sensors on a total of 420 parking segments in San Francisco. This dataset spans the dates of June 13th and July 24th, 2013.
TABLE VIII
OPEN DATASETS FOR PARKING PREDICTIONS

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Related Studies</th>
<th>City or Country</th>
<th>Number of Sensors</th>
<th>Parking Regions</th>
<th>Time Range</th>
<th>Recording Object</th>
<th>Temporal Granularity</th>
<th>Contents</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFpark</td>
<td>[7], [12], [16], [1],</td>
<td>San Francisco</td>
<td>over 8,000</td>
<td>on-street</td>
<td>2013-06-13 to 2013-07-24</td>
<td>420 parking segments</td>
<td>1 minute</td>
<td>parking events</td>
<td><a href="https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/YLWCSU">https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/YLWCSU</a></td>
</tr>
<tr>
<td>Arnhem data</td>
<td>[9]</td>
<td>Arnhem</td>
<td>off-street</td>
<td>2017-08 to 2019-04</td>
<td>125 parking spots</td>
<td>1 second</td>
<td>parking events</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PewLSTM</td>
<td>[27]</td>
<td>China</td>
<td>off-street</td>
<td>2017-10-16 to 2019-08-30</td>
<td>10 parking lots</td>
<td>1 minute</td>
<td>parking status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dublinbikes</td>
<td>[47]</td>
<td>Dublin</td>
<td>on-street</td>
<td>2012-02-26 to 2012-05-31</td>
<td>44 stations</td>
<td>5 minutes</td>
<td>parking status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seattle data</td>
<td>[18], [58]</td>
<td>Seattle</td>
<td>on-street</td>
<td>2019-04-25 to 2019-05-26</td>
<td>442 parking bays</td>
<td>1 second</td>
<td>parking status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shenzhen data</td>
<td>[48]</td>
<td>Shenzhen</td>
<td>on-street</td>
<td>2018-09-01 to 2019-01-01</td>
<td>76 street blocks</td>
<td>1 second</td>
<td>parking events</td>
<td><a href="https://opendata.sz.gov.cn/">https://opendata.sz.gov.cn/</a></td>
<td></td>
</tr>
<tr>
<td>Birmingham data</td>
<td>[17], [22], [62], [21], [24], [59], [121], [93]</td>
<td>Birmingham</td>
<td>off-street</td>
<td>2016-10-04 to 2016-12-19</td>
<td>2,937 parking bays</td>
<td>1 second</td>
<td>parking status</td>
<td><a href="https://data.birmingham.gov.uk/dataset/">https://data.birmingham.gov.uk/dataset/</a> birmingham-parking</td>
<td></td>
</tr>
<tr>
<td>BANES</td>
<td>[95]</td>
<td>London</td>
<td>off-street</td>
<td>2016-08-31 to 2020-02-10</td>
<td>8 parking lots</td>
<td>1 second</td>
<td>parking status</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• **Melbourne data.** This dataset uses 5,500 on-street parking sensors to record the arrivals and departures of vehicles. This dataset spans the months of January, 2011 and May, 2020.

• **Arnhem data.** This dataset contains a real-time data feed of the POR, which is updated every 11 minutes. This dataset spans the months of August 2017 and April 2019.

• **KLCC data.** This dataset records 47,603 POR data from 5,500 parking spaces. The time period for this dataset is from June, 2016 to November, 2017.

• **PewLSTM.** This datasets are composed of parking records from 452,480 parking bays of 10 parking lots in China, including shopping malls, hotels, communities, etc. The dataset ranges from October 16th, 2017 to August 30th, 2019.

• **Dublinbikes.** This dataset has 44 bike stations. Each station records 26,458 observations. The time period for this dataset is from February 26th, 2012 to May 31st, 2012 (Data of March 12th and 13th are missing).

• **Seattle data.** Parking transactions from 442 on-street parking lots are included in this dataset. The dataset ranges from April 25th to May 26th, 2019.

• **Aarhus data.** This records 55,264 parking data points from 8 parking lots. The time period for this dataset is from May 22nd, 2014 to November 4th, 2014.

• **Shenzhen data.** This dataset records 624,464 parking event by 1735 sensors over 76 street blocks in Nanshan District of Shenzhen, China. The time period for this dataset is from Sep 1st, 2018 to Jan 1st, 2019.

TABLE IX
OPEN-SOURCE CODE FOR PARKING PREDICTION

<table>
<thead>
<tr>
<th>References</th>
<th>Problem</th>
<th>Link</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al. [27]</td>
<td>Parking behavior</td>
<td><a href="https://github.com/NingxuanFeng/PewLSTM">https://github.com/NingxuanFeng/PewLSTM</a></td>
</tr>
<tr>
<td>Camero et al. [21]</td>
<td>Parking availability</td>
<td><a href="https://github.com/acamero/dlopt">https://github.com/acamero/dlopt</a></td>
</tr>
</tbody>
</table>

• **Birmingham data.** This dataset records the POR of 29 parking lots. The time period for this dataset is from October 4th, 2016 to December 19th, 2016.

• **BANES.** This dataset includes POR of 8 different off-street parking houses in London. The time period for this dataset is from August 31st, 2016 to February 10th, 2020.

C. Open-Source Codes

Until now, we have found two open-source codes for parking prediction. These codes are summarized in Table IX.

VI. CHALLENGES AND DIRECTIONS FOR FUTURE RESEARCH

In this section, we present some challenges and directions for future research on parking prediction.

A. Challenges

There is great interest and effort in parking prediction solutions based on deep learning or graph neural networks, and
the performance of results is good. However, in the real world, there are still many significant challenges. In this section, we will discuss the major challenges of parking forecasting in the real world.

1) Multi-Source Data: It has been proved that multiple data sources are beneficial to enhance prediction accuracy [140]. When studying the road congestion level (CL), explicit sensing systems (e.g., the vehicle system and its GPS data, as well as the ring sensor and its log data) have direct CL measurement values, which are accurate in measurement but low in permeability and space-time coverage. Implicit sensing systems (e.g., cellular networks and their signaling data, and sensing systems for buildings and their occupancy data) have indirect CL measurement values, which have high space-time coverage but low measurement accuracy. The two methods have their own advantages and disadvantages. When studying the parking problem, most existing works have considered various features, such as spatiotemporal correlations, weather, holidays, etc., for parking prediction. However, the formats of the extrinsic data may be different and they have different non-linear correlations, which can not be fused with parking data directly [141]. Besides, different feature data have different impacts on parking prediction problems. Unreasonable importance assignments may reduce prediction performance. In addition, data quality is another challenge such as missing data caused by human factors, which are not recorded, omitted, or lost, sparse data due to improper investigation or natural limitation, false data caused by measurement error, and noise data deviating from expected values. Finally, a large amount of multi-source data will increase the computing complexity and the rational fusion and usage of this multi-Source data remain a great challenge.

2) Multiple Tasks: For ITS of public information services (PIS), parallel multiple prediction tasks for presentation to provide more information are necessary. People can make the right decisions by analyzing a wide range of predicted information. For supervised deep learning and machine learning, the basic process is to input data, and the model predicts the results according to the input data. In the training stage, the parameters of the model are corrected according to the difference (loss) between the prediction and the supervised signals, so that the model parameters can match the data distribution as much as possible. The framework of multi-task learning can put together several basic training processes, so the parking problem is suitable for this framework. Existing studies have conducted multiple prediction tasks. For example, Vlahogianni et al. [76] predicted both the availability of parking and the likelihood that a vacant spot would remain free in the following time periods. However, most models can only be employed for a single task at one time, which remains to be solved in future research studies.

3) Real-Time Services: Existing studies have proposed plenty of state-of-the-art models for parking prediction and these models have shown satisfactory prediction performance. However, when these models are used in real-world problems, there are some new challenges. On one hand, since the application needs to be updated online, how to mine, acquire, process, predict, and update data in real time is not easy. At present, the data access of city-level parking platforms still lacks the spontaneous behavior of the market, and it is basically realized by administrative means by governors’ functional management departments. Even if some dynamic real-time data can be accessed, it can only temporarily solve the problem of access quantity, and it is difficult to guarantee the data quality and the sustainability of data channels in the later period. On the other hand, with the rapid urban development, the parking or traffic networks are always changing. New projects and reconstruction projects of urban municipal facilities and road construction will affect the parking lot, parking space, and the number of parking spaces at any time, which may reduce the prediction performance of existing methods. Equipment maintenance is not in place or information update is not timely, which will lead to inaccurate data.

B. Future Directions

We briefly discuss the future research direction of parking prediction and provide some suggestions. These suggestions are helpful for future research in the field of parking, in order to alleviate the limitations of existing literature and solve some challenges in the real world.

1) Prediction Methods: In this section, we focus on potential state-of-the-art prediction algorithms that can be used for parking prediction problems, including graph based methods, transfer learning, meta learning, multimodal learning, and transformer.

- Graph Based Methods: The parking networks are often expressed as non-Euclidean spaces, which are suitable to be modeled by a graph structure. The graph based models can extract the complex spatial dependencies and inner contextual features, which is beneficial for achieving higher prediction accuracy. However, as shown in Section III-D, there are few works that have been done on using GNN models for parking prediction problems. In traffic prediction problems, GNN models have been widely used recently [115], [142], [143], [144], [145]. These methods either combine GNN and RNN or GNN and CNN to capture spatio-temporal correlations. The on-street parking networks are similar to the traffic networks, both of which are based on the roads, streets, or avenues, therefore, it is feasible to use graph neural network models for parking prediction. It should be noted that when using GNN models to solve the parking forecasting problem, geographically close nodes may not be the most influential, and the underlying graphic information may be incorrect or untimely (the data lags behind the real data).

Ye et al. [105] pointed out that the weight matrix is seen as the key to capturing spatial dependency. Existing studies for parking prediction only use the distance of nodes to construct the weight matrix. Dai et al. [146] showed that the correlation coefficients of nodes are more important than the spatial features. The correlation coefficients are used for constructing the weight matrix of graphs and can be calculated with function similarities [147] and temporal pattern similarity [148]. For the parking
occasional occupancy prediction tasks, these correlation coefficients have also been applied by some researchers to obtain more detailed contextual information [149]. Apart from the temporal pattern similarity and function similarities, we think the diffusion process is also a variable worth considering since it contains potential information on the arrivals and departures of the parking process. Different types of vehicles travel at different distances and travel for different lengths of time. Existing studies for parking prediction only express the spatio-temporal characteristics on a single scale, and cannot extract global information and detailed information at the same time. Multi-scale learning can construct different time scales [150] and spatial scales [151], and improve the prediction performance in complex scenes. Existing studies for parking prediction simply adopted a single graph, which does not fully reflect the variety of information on which the parking forecast problems rely. Multiple graphs [147], [148], [152] can combine various contextual information and multiple weight matrices to model the parking prediction problem, which can lead to better prediction results. In addition, hypergraphs [153] can also be used for parking prediction problems. The hypergraph is a generalization of the graph in which one edge can link any number of vertices and can reflect the inner connections of nodes connected to the same edge. For example, vehicles and bikes are two kinds of nodes that can be connected to construct a hypergraph. Researchers can dig out the inner relationships of the parking patterns of vehicles and bikes and predict the parking availability of vehicles and bikes.

- **Transfer Learning**: Transfer learning means that a pre-trained model is reused in another task, especially for those scenarios that lack sufficient data. In the real world, for reasons such as confidentiality or an insufficient number of sensors, in some cities, there are few parking data for training. Therefore, it is a solution to transfer the semantic dictionary learned from the source city with rich parking data to the target city, enrich the feature representation of the target city, and then predict the parking of the target city. In addition, it is also a solution to use the idea of the multi-source domain to transfer knowledge from multiple related but different domains, so as to obtain more comprehensive knowledge covering the target domain and reduce the risk of negative transfer. There have been some works based on transfer learning in the parking prediction problem. Chen et al. [94] proposed an optimized transfer strategy based on minimum mean square error and adopted the LSTM models for prediction. This model could find the most optimized transfer solution actively and directly and achieve high performance for transfer prediction. Actually, the parking network is essentially a graph structure. In order to capture the spatial information more effectively, it is more appropriate to express the road network as a graph. Previous studies have applied transfer learning with GNNs for traffic flow prediction [154]. We believe the pretrained results of a large graph can be applied to smaller graphs since the structure of the parking graph is similar to the traffic flow graph. At present, the transfer learning method of the parking prediction model based on graph data remains to be studied.

- **Meta Learning**: Meta learning means a model can learn how to learn. A model that adopts the meta learning mechanism can learn from a task and generalize it to another unseen task. This “learning-to-learn” paradigm has lots of advantages such as computing efficiency and the learning strategies improve both on lifetime and evolutionary timescales [155]. Meta learning has been applied in many fields for prediction, such as traffic prediction [156], water quality prediction [157], bankruptcy prediction [158], etc. Parking prediction is a complex spatio-temporal prediction problem, which is also well-suitable for adopting the meta-learning mechanism.

Meta-learning can be applied to different scenarios. Pretrain-Finetune is a common way in transfer learning. The problem with this approach is that it is often necessary to try different migration strategies to achieve the best results. For example, whether the parameters of a certain layer are migrated or randomly initialized; When the model structures of pretrained stage model and finetune stage model are inconsistent, the parameters of a certain layer of pretrained model should be migrated to which layer of finetune model; How strong is the migration of each layer, etc. Trying these strategies will take a lot of time. Meta-learning-based transfer learning method [159], using meta-learning to learn what kind of transfer strategy can achieve the best effect. In the Domain Adaptation scenario, the traditional idea is to align the feature representations of the source domain and target domain by using confrontational learning. However, this method does not consider the downstream task at all, and the generated representation may not perform well in the downstream task. Meta-learning can be used to generate the aligned representation related to the target task [160]. In graph learning scenarios, a common paradigm is to pre-train a large number of unlabeled data, and then finetune the labeled data on the downstream target task. The problem with this two-stage method is that the optimization objectives of the two stages are different, so the model obtained in pretrained stage may not be the most suitable for downstream tasks. The idea of meta-learning [161] is introduced in the pretrained stage of the graph, and the finetune process is simulated in the pretrained process of the graph, and the effect of finetune is used as the outer loop update model parameter by Model-Agnostic Meta-Learning (MAML). A common method in the Knowledge Distillation scenario is the teacher-student architecture. The teacher model (generally a larger model) is used to train the data, and then the student model is used to transfer the knowledge learned by the teacher model. Meta-learning [162] is used to combine the two processes of teacher and student, and its core idea is to make the pseudo label produced by the teacher behave in the student and reverse it to the teacher.
It can be seen that meta-learning is a tool, which can establish the relationship between two optimization objectives through the inner loop and outer loop. Meta-learning is often used to improve the original two-stage training model, make the two-stage training more unified, and build a bridge between the two-stage training through meta-learning.

- **Multimodal Learning**: Multimodal learning is the analysis of multi-source heterogeneous data. Multimodal data have three forms: multiple data types, different data structures, or the combination of information from different databases, which are closer to the form of human understanding of the world. Multimodal learning has been applied in many fields, such as Human activity recognition [163], [164], medical application [165], [166], autonomous system [167], [168]. Parking data are always highly nonlinear and non-stationary, and they are affected by different components in different conditions (such as weather), therefore, parking prediction is also suitable for multimodal learning. Parking prediction tasks based on multimodal learning can include the following aspects. Multi-source data classification: Single-modal problem only focuses on the analysis and processing of a specific kind of data. Compared with a single channel, multi-modal data is closer to the real form of parking information flow under the background of big data, which is comprehensive and complex. Multi-modal semantic computing: semantic analysis is a higher-level processing of parking data. Ideally, the computer can process the conceptual relationship and logical structure of different data in a specific scene, and then understand the high-level semantics implied in different data; Understanding these high-level semantics is the premise of effective reasoning decisions. Multimodal information fusion: Multi-modal fusion requires comprehensive and effective screening and utilization of multi-source parking data to achieve the purpose of integrated perception and decision-making. Common information fusion methods include physical layer fusion, feature layer fusion, and decision layer fusion. Physical layer fusion refers to the fusion processing of collected data at the sensor level in the first stage of perception; Feature layer fusion refers to the fusion of information at the level of feature extraction and expression, such as adopting the same feature expression form for data collected by different sensors in the same parking lot, and then carrying out corresponding superposition calculation; Decision-level fusion refers to the fusion of the output results of perception models of different modes. This fusion method has good anti-interference performance and has relatively low requirements for the performance and types of sensors, but it has a large information loss.

- **Transformer**: Transformer [169] is a sequence-to-sequence model based on the self-Attention mechanism, which consists of an encoder and a decoder. For the parking problem, the spatial transformer can capture the real-time parking situation and the directionality of traffic flow by dynamically modeling the directional spatial dependence with the self-attention mechanism. Different spatial dependency patterns can be jointly modeled by a multi-head attention mechanism to consider various relationships with different factors (such as similarity, connectivity, and covariance). On the other hand, the temporal transformer is used to model the bidirectional time dependence across multiple time steps. Because parking is highly nonlinear and dynamic in time and space, real-time and accurate parking prediction, especially long-term prediction, is still a problem to be solved. Transformer can directly model the longer-distance dependency between input sequence units and model long sequences.

2) Parking Technologies: With the rapid development of IoT technology, more and more parking technologies are being applied. These new technologies are also essential for studying parking forecasts. This section focuses on the potential applications of these technologies to the parking forecasting problem in the future.

- **Parking Guidance and Information Systems**: Sensor technology has been fully developed in recent years. On-ground sensors help record parking events and thus the parking occupancy or behavior can be predicted. When a sufficient number of sensors are deployed, Parking guidance and information systems (PGIS) can transmit parking space occupancy information to drivers in real time via the Internet and direct the drivers to an available parking space. However, the cost of deployment and maintenance of sensors is an issue that should be considered. Besides, though PGIS with sensors can improve the possibility of finding available parking bays, it also changes the behaviors of drivers. Drivers become to compete for parking rather than searching for them [170]. In addition, these systems may be of little use to drivers with more local familiarity [43]. It is an interesting question about how to increase the parking prediction performance under the circumstances that the cost of sensors is limited. Another problem worth trying is how to balance the competitiveness of drivers and the average time to find a parking space using PGIS and how to obtain accurate prediction results based on this condition.

- **Reservation and Waiting Time**: With the development of wireless communication and Internet of Things technology, smart mobile apps have widely entered our lives. Drivers can reserve parking spots ahead of time using these apps [171]. The reserved parking spaces are always vacant until the corresponding vehicle arrives, but it is actually occupied, so the information recorded by the sensor may be not true. Besides, an intelligent parking reservation system can also provide information on parking rates, directions, and available payment options, which may change the behavior of drivers. Influenced by the environment, cost, or familiarity with parking spaces, some drivers may prefer to go directly to a parking space instead of making a reservation. It is an interesting problem to predict the behaviors of drivers that use reservation services. When the parking departure rate is high, some drivers are willing to wait, which can directly affect
the results of parking behavior and parking occupancy. Departure rate is relative to the parking time [14] and the whole environment can be modeled to a queueing system. Therefore, this situation of parking may be modeled and thus help increase the performance of parking prediction in the real world. In brief, parking prediction that takes into account reservations and waiting times is also an important future research direction.

- **Autonomous Driving:** In autonomous driving, the vehicle’s sensors and computer systems may handle the parking tasks, which will allow parking tasks to be carried out more efficiently. Although the parking technology regarding autonomous driving is not yet mature, there are already some cases of parking using autonomous driving technology. For example, the automated valet parking developed by Bosch [172] can help drivers driver to park their cars with autonomous driving technology. When the driver leaves their vehicle in a predetermined area, they can use an application on their mobile devices, such as smartphones, to lead their autonomous vehicle to the parking lot. In the future, autonomous driving vehicles may no longer need to be assigned a parking space by humans but may automatically select a suitable parking space. Compared to human driving, autonomous driving has fewer human factors, which is more favorable for simulation analysis. We can use algorithms or theories such as reinforcement learning [173], routing algorithms [174], queuing theory [175], etc. to model driverless parking scenes and ensure efficient inflow and outflow of the parking system and record a large number of parking events based on long-term observations. Finally, the above scenario is further optimized by the predicted parking occupancy rate, parking waiting time, parking outflow rate, and other metrics. It is worth noting that the existing reinforcement learning methods for automatic parking mainly focus on the parking behavior of a single vehicle, such as parking space availability detection, motion planning, and path tracking [176], [177], [178], etc. There is less research on the situation where a large number of autonomous driving vehicles need to park at the same time, which may be a direction to try to break through in the future when there are more and more driverless vehicles. Smart routing algorithms provide parking guidance [179] and path finding [180] benefits. Yet, we have not found routing algorithms or parking prediction applications for scenarios that contain a large number of both autonomous and manual driven vehicles, which may be a potential research direction in the future.

- **Crowdsourcing Parking:** Crowdsourcing parking [181] refers to a process of using the collective efforts of a group of people to gather and share information about parking availability and related issues in a particular area. This can be done through various means, such as mobile apps, websites, or social media platforms. The idea behind crowdsourcing parking is to leverage the power of a large community to gather real-time information about parking availability and other related data, such as the cost of parking, parking restrictions, and more. This information can then be shared with other users who are looking for parking in the same area, allowing them to make more informed decisions about where to park. Parking forecasting problems may suffer from a lack of data, and crowdsourcing parking can solve this problem to some degree. For example, Nie et al. [182] created a CNN-based spatial-temporal classifier with LSTM to learn from the parking experiences uploaded by devices using crowdsourcing technology. The vehicles can be guided to suitable places based on the suggestions. For parking prediction tasks, since crowdsourced parking technology has access to the most recent data, the prediction models can be updated in real time, which can be of great help in predicting the true parking status. However, when the crowdsourcing system is first built, there may not be enough data for accurate parking prediction, i.e., the cold start problem. It may be a good idea to consider this problem in conjunction with a recommendation system [183]. The mobile app developers may select some experts to test the crowdsourcing parking system and upload enough information or recommend the most popular parking areas or parking spaces to solve the problem. After obtaining enough data, the developers can apply appropriate prediction algorithms for parking predictions and then the apps can guide drivers to suitable parking bays based on the prediction results. With real-time training methods [184], the apps can be stronger and increase their prediction performance gradually. In short, parking prediction with crowdsourcing parking systems is a promising research direction.

VII. Conclusion

In this paper, we present a comprehensive review of parking prediction methods in smart cities. We divide the models into four generations according to the advancement of the prediction models, including statistical methods, machine learning methods, deep learning methods, and graph neural network models. The existing research has been able to predict the parking state at the next moment very accurately through advanced computer technologies such as big data and deep learning. However, the inherent factors such as the complexity and chaos of the system limit the function of parking flow prediction to a small range of short-term predictions. We categorize the parking prediction problems, such as parking availability prediction, parking behavior prediction, parking demand prediction, etc. In addition, we give the evaluation metrics, open data, and open-source code of the surveyed literature. Finally, we discuss the potential challenges and directions for future research.
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