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Abstract— IEEE 802.11e standard has been recently published
to introduce quality of service (QoS) support to the conventional
IEEE 802.11 wireless local area network (WLAN). Enhanced
Distribution Channel Access (EDCA) is used as the fundamental
access mechanism for the medium access control (MAC) layer
in IEEE 802.11e. In this paper, a novel Markov chain model
with a simple architecture for EDCA performance analysis under
the saturated traffic load is proposed. Compared with existing
analytical models, the proposed model considers more features of
EDCA. Firstly, the effect of using different arbitration interframe
spaces (AIFSs) is analyzed. Secondly, the possibility that a sta-
tion’s backoff procedure may be suspended due to transmission
from other stations is considered. We consider that the contention
zone specific transmission probability caused by using different
AIFSs can affect the occurrence of the backoff suspension state.
Based on the proposed model, saturated throughput of EDCA
is obtained. Simulation study is performed, which demonstrates
that the proposed model has better accuracy than other models.

I. INTRODUCTION

IEEE 802.11 wireless local area network (WLAN) [1] has
been widely used for high speed wireless Internet access.
Unfortunately the IEEE 802.11 WLAN is based on the best-
effort service model, and its access mechanism for the medium
access control (MAC) layer, Distributed Coordination Function
(DCF), can not satisfy the demand for better quality of
service (QoS) support from multimedia applications. Thus
IEEE 802.11e Enhanced Distribution Channel Access (EDCA)
[2] is developed.

IEEE802.11e standard classifies traffic into four Access Cat-
egories (ACs), i.e., voice, video, best effort and background.
AC based traffic prioritization is implemented by using a com-
bination of AC specific parameters, which include arbitration
interframe space (AIFS), the minimum contention window
(CWmin), the maximum contention window (CWmax) and
transmission opportunity (TXOP) limit. The working proce-
dure of EDCA can be found in [2, clause 9], and it has
been discussed in many related publications [3]–[15]. Thus,
we will not describe the complete EDCA procedure in this
paper. Some details of EDCA should be noted because they
are important for our later analysis:

• Every time the channel returns idle from a transmission,
the station must sense the channel idle for a complete
AIFS or EIFS (extended interframe space) from the end
of the last busy channel to start or resume its routine

backoff procedure. The selection of AIFS or EIFS de-
pends on the type of the last channel busy event. If the
last channel busy event is an unsuccessful transmission
(e.g., a collision), the station will wait an EIFS, otherwise
it must wait an AIFS. If a transmission from other stations
occurs before the completion of AIFS/EIFS, the station
must wait another complete AIFS/EIFS after the channel
returns idle. So long as the channel is not idle for a
compete AIFS/EIFS, the station keeps suspending its
backoff procedure. To avoid any confusion, in this paper,
we use the term “backoff suspension” to represent the
process that a station must sense the channel idle for a
complete AIFS/EIFS before it can start a new backoff
procedure or resume the suspended backoff procedure.
Moreover, we use the term “backoff slot” to represent
a time slot in which at least one station can possibly
complete its backoff procedure and start a transmission.

• In the case that a collision occurs, colliding stations (i.e.,
stations involved in the collision) need to wait a further
ACK timeout duration to detect the collision, and then
they will wait an AIFS before starting another backoff
procedure. The sum of the ACK timeout duration and
an AIFS is equal to an EIFS [16]. Non-colliding stations
(i.e., stations not involved in the collision) will wait an
EIFS after a collision [17, clause 9.2.5.2, pp.77-79].

• A station decrements its backoff counter by one at the
beginning of each backoff slot during the backoff pro-
cedure. This means that the backoff counter decrement
decision is made at the end of the previous idle backoff
slot, independent of whether the channel is busy or not
in the current backoff slot. Furthermore, every time the
station leaves the backoff suspension state after complet-
ing an AIFS/EIFS, its non-zero backoff counter will be
decreased by one at the beginning of the immediately
following backoff slot, and this decrement is independent
of the channel status in the backoff slot [2, clause 9.9.1.3,
pp.81-83], [18].

• When the backoff counter is decreased to zero at the
beginning of a backoff slot, the station will start its
transmission at the beginning of the next backoff slot
provided that there is no transmission from other stations
in the current backoff slot. Otherwise the station will enter
into a backoff suspension state to wait a complete idle



AIFS/EIFS and start its transmission at the beginning of
the immediately following backoff slot [2, clause 9.9.1.3,
pp.81-83], [18].

To investigate the performance of EDCA, an accurate ana-
lytical model is necessary. In addition to the effect of different
CW ranges that has been well investigated, we consider
some important factors that should be carefully handled for
accurately analyzing EDCA.

Firstly, the effect of using different AIFSs should be consid-
ered. In this paper, we assume that each station carries traffic
from an AC only for the sake of simplify, thus stations can be
classified into different sets based on their AIFS values. The
stations in the same set have the same AIFS value. Different
sets of stations will wait different AIFSs (or related EIFSs)
in the backoff suspension state before they may access the
channel. Thus stations with smaller AIFS may access the
channel while other stations with larger AIFS are still in the
backoff suspension state. We consider the time period from
the end of the last channel busy event can be classified into
different intervals, referred to as contention zones. Stations
will have different transmission probability probability in each
zone.

Secondly, the possibility of backoff suspension should be
analyzed. As mentioned earlier, before the start of a new
backoff procedure and every time the channel turns busy
during the backoff procedure, the station may enter into a
backoff suspension state. We consider that the occurrence
of backoff suspension is uncertain since it depends on the
channel status affected by the activities of other stations. The
occurrence of backoff suspension can affect the performance
of EDCA.

In this paper, we propose a novel Markov chain model for
EDCA performance analysis. The proposed model has a sim-
ple architecture and considers more features of EDCA. Both
the effects of using different AIFSs and backoff suspension
are considered, which gives a more accurate analysis.

The rest of this paper is organized as follows: section
II gives a brief introduction to some related publications;
section III introduces the proposed analytical model; saturated
throughput of EDCA is analyzed in section IV; simulation
study is performed in section V; finally section VI concludes
the paper.

II. RELATED WORK

Some analytical models for EDCA have been proposed
in the literature [3]–[15]. Most of them use Markov chain
approach [5]–[15]. However, there are some researchers trying
to obtain a closed-form expression for collision probability
and saturation throughput using elementary probability theory
directly [3], [4]. We refer to the approach in [3], [4] as non-
Markov approach. The major problem with the non-Markov
approach is in order to obtain a closed-form solution using
elementary probability theory, significant simplification and
approximation have to be made, thus they can not fully
capture the complexity of EDCA, including the effects of
using different AIFSs and backoff suspension. For example,

the possibility that the backoff procedure of lower priority
stations may be consecutively interrupted by transmission from
higher priority stations is not considered in [4], and the effect
of using different AIFSs is ignored in [3].

Compared with the non-Markov approach, the Markov-
chain approach has a disadvantage that a closed-form solution
is difficult to obtain. However, a well designed Markov chain
model can capture the complexity of EDCA more easily. Using
Markov chain to analyze EDCA performance was originally
started by a Markov chain model developed by Bianchi for
analyzing legacy DCF [19]. In [19], two stochastic processes
are used to construct a two-dimensional Markov chain model
for modeling DCF. One stochastic process is used to represent
the backoff counter, the other is used to represent the number
of consecutive retransmissions. A similar approach is used
in many papers for EDCA modeling [5]–[15]. However we
consider that some limitations exist among them.

In [5]–[10], some Markov chain models are developed based
on that in [19], such as the post-collision analysis presented
in [5], which considers the effect of using different AIFSs,
the delay analysis in [7], and the Z-transform approach in [8].
But a common problem exists among them: the possibility of
backoff suspension is ignored.

Compared with those in [5]–[10], models presented in [11]–
[13] consider backoff suspension. In [11], [12], the backoff
suspension is modeled by adding a transition for each state,
which starts and ends at the same state. It represents that the
backoff procedure is suspended in the corresponding backoff
slot. In [13], the backoff suspension is modeled by using some
extra states to represent the possible backoff suspension that
may occur in the corresponding backoff state. However, some
flaws exist among them. Firstly, the difference between backoff
suspension state and backoff state is not considered in [11],
[12]. In the backoff suspension state, a station must wait a
complete idle AIFS/EIFS before it can decrease its backoff
counter and move to the next state; while in the backoff
state, a station only needs to wait an idle backoff slot in
order to decrement its backoff counter and move to next state.
Secondly, the mandatory backoff suspension state before the
start of a new backoff procedure is not considered in [11], [12].
Finally, the contention zone specific transmission probability
caused by using different AIFSs is not included in [13].

Some Markov chain models consider both the effect of
different AIFS and the effect of backoff suspension [14], [15].
In [14], a three-dimensional Markov chain model is used for
the lower priority traffic with a larger AIFS, where the third
dimension is a stochastic process representing the possible
backoff suspension. In [15], an extra stochastic process is
used in its 3-dimensional Markov chain model to represent the
elapsed backoff slots since the end of a transmission. The third
dimension used in [14], [15] leads to some extra states, which
are used to represent the possible backoff suspension, and the
effect of using different AIFSs is included when analyzing the
transition probabilities between those states. However, some
limitations exist in [14], [15] in addition to that a complex
Markov chain architecture is used. Firstly, it is assumed in



[15] that a station will keep retransmitting until the frame
has been successfully transmitted. The possibility that it may
be dropped after reaching the maximum retransmission limit
is not included. Secondly, the Markov model for high priority
traffic in [14] does not consider the possibility that the backoff
procedure of a station with high priority traffic may also be
suspended by transmission from other stations.

Furthermore, some details of EDCA, such as the backoff
counter is decremented in advance at the beginning of a
backoff slot and the exact time point when a transmission
is started after the backoff counter reaches zero, are simply
ignored or not correctly analyzed in the Markov chain models
in [5]–[9], [11], [12], [14], [15]. This may be caused by the fact
that IEEE 802.11e standard was not finished yet when those
papers were published. A Markov chain model that carefully
considers these effects will improve the accuracy of EDCA
performance analysis.

III. A MARKOV CHAIN MODEL FOR EDCA
PERFORMANCE ANALYSIS

In this section, we shall present the proposed analytical
model of EDCA. Firstly, the basic Markov chain model is
proposed. Secondly, the transition probabilities for the pro-
posed Markov chain model are analyzed, where the effect of
the contention zone specific transmission probability differen-
tiation caused by using different AIFSs is considered. Finally,
a solution for the proposed Markov chain model is obtained.
In our analysis, the following assumptions are made.

• Traffic load is saturated. That is, traffic is always back-
logged at each station.

• Only two ACs are considered: AC A and AC B. AC A has
higher priority than AC B and AIFS[A] < AIFS[B].
However, our analysis can be readily extended to include
more than two ACs.

• Each station carries traffic from one AC only. Thus a
station may be referred to as a priority A station or a
priority B station depending on the AC of the traffic it
carries.

• Only one frame is transmitted in each TXOP.
• A WLAN with a fixed number of stations is considered.

The number of stations for AC A and AC B is denoted by
nA and nB respectively. nA and nB are known numbers.

• The transmission probability of a station in a generic
backoff slot is a constant, which is determined by its AC
only. This is an assumption widely used in the area [5],
[8]–[14]. The transmission probabilities of a priority A
station and a priority B station in a generic backoff slot
are represented by τA and τB respectively. The values of
τA and τB are unknown, which need to be determined.

• The probability that a transmission from a station experi-
ences a collision within a contention zone is a constant,
which is determined by its AC only.

• The radio channel is ideal. That is, there are no noise, no
external interference and hidden station problems.
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Fig. 1. The Markov chain model for modeling the backoff procedure for a
station of a specific AC

A. A Discrete Time Two-Dimensional Markov Chain Model

1) The Basic Markov Chain Model: Fig. 1 illustrates the
proposed discrete time two-dimensional Markov chain model.
It models the channel contention procedure for a station of a
specific AC. Two stochastic processes exist within the Markov
chain model. The first process, denoted by w(t), represents
the value of the backoff counter during the backoff procedure
of the station at time t. The second process, denoted by v(t),
indicates whether the station is in a backoff suspension state or
not at time t. Unlike the Markov chain models in most related
publications, the stochastic process representing the number of
consecutive retransmissions is not used in our model and it is
considered in the transition probabilities of the Markov chain
model by weighting the probabilities of multiple consecutive
retransmissions, as discussed later.

A logical time scale is used in the proposed Markov chain
model, similar as that in [15]. In this logical time scale,
between two consecutive logical time points, “t” and “t+1”,
either of two events may occur: (i) an idle backoff slot elapses;
(ii) a transmission starts or ends. Here the term “logical” is
used to denote that we ignore the amount of time used in
a transmission and have the time period after a transmission
slotted. A similar method has been widely used to construct
the Markov chain model for EDCA performance analysis [5]–
[15].

The two-dimensional Markov process {w(t), v(t)} deter-
mines each state (r, z) in the Markov chain model, where r
represents the value of the backoff counter with a range [0,
CWmax − 1]1, and z denotes whether the station is located
in either the backoff suspension state (z = 1) or its routine
backoff procedure (z = 0). Here state (r, 1) represents backoff
suspension state caused by transmission from other stations
during the backoff procedure. Two special states are created:
the first one, (−2, 1), represents the backoff suspension state
before the start of a new backoff procedure; the other one,
(−1,−1), represents the transmission procedure of the station.
CWmax is the maximum contention window size of the AC
under consideration, which is a known constant.

2) Transitions: The one-step transition probabilities for the
Markov chain model are described as follows.

1(CWmax − 1) instead of CWmax is used by considering the backoff
counter decrement rule, as discussed earlier.



• If the channel is idle in a backoff slot, the system may
move from state (r, 0) to state (r-1, 0) and the backoff
counter is decreased by one:

P{(r − 1, 0)|(r, 0)} = Pidle, for 1 ≤ r ≤ CWmax − 1,

where Pidle is the probability that the channel is idle in a
backoff slot. For the special case that r equals to zero, the
station will start a transmission and enter into the state
(-1,-1):

P{(−1,−1)|(0, 0)} = Pidle.

• If the channel turns busy in a backoff slot due to
transmission from other stations, the system will move
to the backoff suspension state (r, 1) and wait a complete
idle AIFS/EIFS interval. Meanwhile, the backoff counter
is unchanged:

P{(r, 1)|(r, 0)} = 1− Pidle, for 0 ≤ r ≤ CWmax − 1,

where 1−Pidle is the probability of channel being busy.
• If the channel becomes idle after the completion of

transmission from other stations and remains idle for an
AIFS/EIFS interval in the corresponding backoff suspen-
sion state, the backoff counter is decreased by one at the
end of the backoff suspension as described in section I,
and the system may move from the suspension state (r,
1) to state (r-1, 0):

P{(r − 1, 0)|(r, 1)} = 1− Ps, for 1 ≤ r ≤ CWmax − 1,

where Ps is the probability that there is at least one
transmission during the AIFS/EIFS interval in the corre-
sponding backoff suspension state, so that the station can
not leave the backoff suspension state. For the special
case that r equals to zero, the station will leave the
corresponding backoff suspension state and enter into the
state (-1, -1) to start a transmission:

P{(−1,−1)|(0, 1)} = 1− Ps.

• If at least one transmission from other stations occurs
before the completion of an AIFS/EIFS interval, the
system will remain in the backoff suspension state (r,
1):

P{(r, 1)|(r, 1)} = Ps, for 0 ≤ r ≤ CWmax − 1.

• When the system finally reaches the state (-1, -1), the
station will start a transmission. After the transmission,
it will start another backoff procedure for the next trans-
mission which can be a retransmission in the case that
the previous transmission encounters a collision, or a new
transmission. The new backoff procedure starts with the
backoff suspension state (-2,1):

P{(−2, 1)|(−1,−1)} = 1.

• If transmission from other stations occurs before the
completion of an AIFS/EIFS interval in the backoff

suspension state (-2,1), the system must remain in this
state:

P{(−2, 1)|(−2, 1)} = Ps.

• If the channel remains idle for a complete AIFS/EIFS
interval in the backoff suspension state (-2,1), the station
may start a new backoff procedure with an initial backoff
counter r. As described in section I, the backoff counter
will be decremented by one at the end of the backoff
suspension state, and the system will move directly to
state (r-1,0):

P{(r − 1, 0)|(−2, 1)} = (1− Ps)Pr(r),
for 1 ≤ r ≤ CWmax,

where Pr(r) is the probability that the station starts a new
backoff procedure with a random initial backoff counter
r. For the special case that the initial backoff counter is
zero, the station may start a transmission after the backoff
suspension state is completed:

P{(−1,−1)|(−2, 1)} = (1− Ps)Pr(0).

All the aforementioned transition equations related parameters
are AC specific and they will be analyzed later.

3) System Equations: Let b(r,z) be the steady probability of
state (r, z) in the Markov chain model. The following relations
can be obtained due to the regularity of the Markov chain:




b(−2,1) = b(−1,−1)/(1− PS),
b(CWmax−1,0) = b(−2,1)(1− Ps)Pr(CWmax),
b(r,1) = b(r,0)/(1− Ps), for 0 ≤ r ≤ CWmax − 1,

b(r,0) = b(−2,1)Pr(r + 1)/(1− Ps)
+ b(r+1,0)Pidle + b(r+1,1)(1− Ps),

for 1 ≤ r ≤ CWmax − 2,
(1)

and
CWmax−1∑

r=0

b(r,0)+
CWmax−1∑

r=0

b(r,1)+b(−1,−1)+b(−2,1) = 1. (2)

Since the state (-1, -1) represents the transmission proce-
dure of the station, the corresponding steady state probability
b(−1,−1) should be equal to the transmission probability τ :

b(−1,−1) = τ, (3)

where τ is an unknown AC specific constant to be solved.

B. Unknown Parameters in Transition Equations
In this section, the unknown parameters in the transition

equations shown in the last section are analyzed. It is organized
as follows. Firstly, a new Markov chain model is used for an-
alyzing the effect of the contention zone specific transmission
probability caused by using different AIFSs, which is also
used in [5]. Secondly, using the new Markov chain model, the
average collision probability p and the transition probability
Pidle that the channel remains idle are obtained. Thirdly, the
transition probability Ps that the station remains in the backoff
suspension state is obtained. Finally, the transition probability
Pr(r) is analyzed by creating a new Markov chain model.



1) A Markov Chain Model for Analyzing the Effect of the
Contention Zone Specific Transmission Probability: Fig. 2
depicts the number of consecutive backoff slots between two
successive transmissions in the WLAN. As shown in Fig. 2,
no station can transmit during the first AIFS[A]/EIFS[A]
time interval from the end of the busy channel. During the
backoff slots in the range of [1, AIFS[B]-AIFS[A]] after
AIFS[A]/EIFS[A], referred to as zone 1, priority A stations
which have completed their AIFS[A]/EIFS[A] may begin their
backoff procedure and transmit, while priority B stations are
still waiting for the completion of their AIFS[B]/EIFS[B] and
can not transmit. During the backoff slots in the range of
[AIFS[B]-AIFS[A]+1, i], referred to as zone 2, priority B sta-
tions also begin their backoff procedure and may transmit by
contending with priority A stations. Here i is bounded by M,
which is the maximum number of possible consecutive back
slots between two successive transmissions in the WLAN:

M = min(CWmaxA, AIFS[B]−AIFS[A] + CWmaxB).

AIFS[A]

AIFS[B]

2 i... ...
successful

transmission busy

 M] [1, within  is i

backoff slots
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zone 1 zone 2

1 .
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(b) after a collision

Fig. 2. Backoff slot distribution between two successive transmissions in the
system

From Fig. 2, a new discrete time one-dimensional Markov
chain model can be created, which is shown in Fig. 3. The
stochastic process in this Markov chain model represents the
number of consecutive backoff slots between two successive
transmissions in the WLAN. The state (i) in the Markov chain
model represents i consecutive backoff slots from the end of
the previous transmission in the WLAN.

This Markov chain is described by its one-step transition
probabilities as follows:

• In zone 1, if any transmission from priority A stations
occurs while the system is in state (i), the system will

Ptr:zone (1)

Ptr:zone (1)

Ptr:zone (2)

1−Ptr:zone (1)
1−Ptr:zone (1) 1−Ptr:zone (2) 1−Ptr:zone (2)

AIFS[B]−AIFS[A]+121

1−Ptr:zone (1)

M

1

Fig. 3. The Markov chain model for modeling the number of consecutive
backoff slots between two successive transmissions in the WLAN

move from state (i) to state (1):

P{(1)|(i)} = Ptr:zone(1),

for 1 ≤ i ≤ (AIFS[B]−AIFS[A]),

where Ptr:zone(1) is the probability that at least one
transmission from priority A stations occurs in a backoff
slot in zone 1, and it equals to (1− (1− τA)nA).

• If no transmission occurs the system will move from state
(i) to state (i+1) with a probability 1− Ptr:zone(1):

P{(i + 1)|(i)} = 1− Ptr:zone(1),

for 1 ≤ i ≤ AIFS[B]−AIFS[A].

• In zone 2, both priority A stations and priority B stations
begin their backoff procedure and may transmit. A trans-
mission from either priority A or priority B stations can
cause the system to return to state (1):

P{(1)|(i)} = Ptr:zone(2),

for AIFS[B]−AIFS[A] + 1 ≤ i ≤ M,

where Ptr:zone(2) is the probability that there is at least
one transmission in a backoff slot in zone 2, and it equals
to (1− (1− τA)nA(1− τB)nB ).

• If no transmission occurs the system will move from state
(r) to state (r+1) with a probability 1− Ptr:zone(2):

P{(i + 1)|(i)} = 1− Ptr:zone(2),

for AIFS[B]−AIFS[A] + 1 ≤ i ≤ M − 1.

• When the system reaches the last state (M), a transmis-
sion will definitely occur. Thus the system will return to
state (1) with a probability 1:

P{(1)|(M)} = 1.

Using above transition equations and considering the fact
that the sum of the steady state probabilities of the Markov
chain equals to 1, the steady state probability s(i) can be
solved, which is given in (4) and (5).

2) Average Collision Probability p and Transition Proba-
bility Pidle that the Channel Remains Idle: The zone specific
transmission probability caused by using different AIFSs is
considered by using an average transmission probability in our
analysis related to the proposed Markov chain model shown
in Fig. 1. The average transmission probability is obtained by



s(1) = {1− (1− Ptr:zone(1))AIFS[B]−AIFS[A]

Ptr:zone(1)

+ (1− Ptr:zone(1))AIFS[B]−AIFS[A] 1− (1− Ptr:zone(2))M−AIFS[B]+AIFS[A]

Ptr:zone(2)
}−1. (4)





s(i) = (1− Ptr:zone(1))i−1s(1), for 2 ≤ i ≤ AIFS[B]−AIFS[A] + 1,

s(i) = (1− Ptr:zone(2))r−AIFS[B]+AIFS[A]−1s(1)(1− Ptr:zone(1))AIFS[B]−AIFS[A],
for AIFS[B]−AIFS[A] + 2 ≤ i ≤ M).

(5)

weighting the transmission probabilities in different contention
zones.

For a transmission started by a station in a backoff slot,
collision may occur if one or more other stations start a
transmission in the same backoff slot. The corresponding
collision probability is determined by the composition of
contending stations. In zone 1, only priority A stations can
transmit and cause collisions. In zone 2, both priority A
stations and priority B stations can transmit and collide with
each other. Thus the collision probability for priority A stations
should be contention zone specific, which can be obtained by

{
pA:zone(1) = 1− (1− τA)nA−1,
pA:zone(2) = 1− (1− τA)nA−1(1− τB)nB ,

For a priority A station in the backoff counter count-down
procedure, it sees an “idle” backoff slot when no other stations
start a transmission in the same backoff slot. Considering
the contention zone specific transmission probability, the con-
tention zone specific probability that a priority A station sees
an idle backoff slot can be obtained by

{
PidleA:zone(1) = (1− τA)nA−1,
PidleA:zone(2) = (1− τA)nA−1(1− τB)nB .

Thus, the average collision probability for a priority A
station can be obtained as the sum of the weighted contention
zone specific collision probability:

pA =
M∑

i=1

s(i)pA:zonei , (6)

where pA:zonei is the contention zone specific collision proba-
bility in the ith backoff slot. Depending on whether the ith slot
belongs to zone 1 or zone 2, pA:zone(1) or pA:zone(2) should
be used. s(i) is the steady state probability, which is obtained
from (4) and (5).

Similarly, the average probability PidleA that a priority A
station in the backoff procedure sees an idle backoff slot can
be obtained by

PidleA =
M∑

i=1

s(i)PidleA:zonei , (7)

where PidleA:zonei is the contention zone specific probability
for a priority A station in the ith backoff slot. Depending on

whether the ith slot belongs to zone 1 or zone 2, PidleA:zone(1)

or PidleA:zone(2) should be used.
For a priority B station, all of its backoff slots are located

in zone 2, where all stations may transmit. Thus its average
collision probability can be simply obtained by

pB = 1− (1− τA)nA(1− τB)nB−1, (8)

and so is the average probability that a priority B station has
an idle backoff slot:

PidleB = (1− τA)nA(1− τB)nB−1. (9)

3) The Transition Probability Ps of Remaining in the Back-
off Suspension State : A station suspending its backoff pro-
cedure may leave the backoff suspension state if the channel
remains idle for a complete AIFS/EIFS from the end of the
last channel busy event. Any transmission from other stations
during this time interval can stop the station from leaving the
backoff suspension state.

For a priority A station, the required time interval for
leaving the backoff suspension state is a complete idle
AIFS[A]/EIFS[A] interval. As illustrated in Fig. 2, no trans-
mission is possible in this time period. Thus, the probability
Ps for a priority A station remaining in the backoff suspension
state is zero:

PsA = 0. (10)

For a priority B station, the required time interval for leaving
the suspension state is a complete idle AIFS[B]/EIFS[B]
interval. According to Fig. 2, the backoff slots in zone 1 are
part of AIFS[B]/EIFS[B], where transmission from priority A
stations is possible. Thus, the probability Ps for a priority B
station remaining in the suspension state can be obtained as

PsB = 1− ((1− τA)nA)AIFS[B]−AIFS[A]. (11)

4) Transition Probability Pr(r): The backoff counter is
drawn randomly from the range [0, CW] and the CW value is
determined by the AC specific CWmin and CWmax values
as well as the number of previous consecutive retransmis-
sions. Therefore the probability of obtaining a specific backoff
counter value r is related to the number of previous consecutive
retransmissions. The Markov chain model shown in Fig. 1 does
not explicitly consider the effect consecutive retransmissions.
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Fig. 4. The Markov chain model for modeling the number of the consecutive
retransmissions of a station

Instead, its effect is considered in the probability Pr(r)
of obtaining a specific backoff counter r by weighting the
probability of the number of consecutive retransmissions.

For obtaining Pr(r), a discrete time one-dimensional
Markov chain model is created, as shown in Fig. 4. The
stochastic process in this Markov chain model represents the
number of consecutive retransmissions (including the first
transmission of the frame) for a station at time t. Thus state (k)
represents that the station is performing the kth consecutive
retransmission. In this Markov chain, state (h) represents
the hth consecutive retransmission in which the CW value
reaches CWmax for the first time, and state (m) represents
the mth consecutive retransmission, which is the maximum
retransmission limit. Both h and m are constants determined
by the WLAN standard.

The activity of the Markov chain shown in Fig. 4 is
governed by its one-step transition probabilities as follows:
• If the kth retransmission is unsuccessful, the system will

move from state (k) to state (k+1) with a probability p:

P{(k + 1)|(k)} = p, for 1 ≤ k ≤ m− 1,

where p is the AC specific average collision probability,
which can be obtained from (6) or (8).

• If the kth retransmission is successful, the system will
move from state (k) to state (1) with a probability 1− p
and the station will start transmitting a new frame:

P{(1)|(k)} = 1− p, for 1 ≤ k ≤ m.

• when the maximum retransmission limit m is reached, the
station will begin the first transmission of a new frame
no matter whether the mth consecutive retransmission is
successful or not. Thus the system will return to state (1)
with a probability 1:

P{(1)|(m)} = 1.

Using above transition equations and considering the fact
that the sum of the steady state probabilities of the Markov
chain equals to 1, the steady state probability d(k) can be
obtained:

d(k) = pk−1(1− p)/(1− pm), for 1 ≤ k ≤ m.

Since the backoff counter is a random integer uniformly
distributed in the range [0, CW ], the probability of obtaining
a specific backoff counter value from this range should be

1
1+CW . Thus, the AC specific probability Pr(r) of obtaining
a specific backoff counter r can be obtained as the sum of the

probability of obtaining a specific initial backoff counter r in
the tth consecutive retransmission weighted with the proba-
bility of the occurrence of the kth consecutive retransmission:

Pr(r) =
m∑

k=1

d(k)c(r)

CW (k) + 1
,

where CW(k) is the corresponding CW value in the kth

consecutive retransmission; and c(r) indicates whether the
specific value r is included in the corresponding range [0, CW]
or not (if yes, c(r) is 1, otherwise it is zero).

Based on the earlier analysis, an expression for the AC
specific probability Pr(r) can be obtained:

Pr(r) =





∑h−1
k=1

d(k)

2k−1CWmin+1
+

∑m
k=h

d(k)

CWmax+1 ,

for 0 ≤ r ≤ CWmin,

∑h−1
k=j

d(k)

2kCWmin+1
+

∑m
k=h

d(k)

CWmax+1 ,

for 2j−1CWmin + 1 ≤ r ≤ 2jCWmin,
and 1 ≤ j ≤ h− 1,

∑m
k=h

d(k)

CWmax+1 ,

for 2h−1CWmin + 1 ≤ r ≤ CWmax,
(12)

where CWmin and CWmax are AC specific and known.

C. Summary

Finally, this section summarizes the relationship of earlier
analysis.

In section III-A, a novel Markov chain model is created for
each AC in the WLAN, which is shown in Fig. 1. The system
equations (1) and (2), and (3) for the Markov chain model
are obtained. The unknown AC specific transition probabilities
for the Markov chain model are analyzed in section III-B,
including (6)-(12). By using these equations, two non-linear
equations about τA and τB can be constructed, and the values
of τA and τB can be obtained from the equations.

IV. SATURATED THROUGHPUT ANALYSIS FOR
EDCA

In this section, we shall use the earlier model to analyze the
saturated throughput of EDCA. We consider that the through-
put is equal to the ratio of the effective payload to the time
required for transferring the effective payload. The Markov
chain model shown in Fig. 3 is used to obtain the throughput.
This Markov chain model represents the number of consec-
utive backoff slots between two successive transmissions in
the WLAN. Two possible events may occur in a backoff slot:
(i) at least one transmission occurs in the backoff slot, with
a probability of Ptr:zone(1) or Ptr:zone(2) respectively; (ii) no
transmission occurs in the backoff slot with a probability of
(1 − Ptr:zone(1)) or (1 − Ptr:zone(2)) respectively. For the
first possibility that at least one transmission occurs, it can
be furthermore classified into two possibilities.

At first, it may be a successful transmission from either a
priority A station or a priority B station. The corresponding



contention zone probability for a successful transmission can
be obtained by





PsucA:zone(1) = nAτA(1− τA)nA−1,
PsucA:zone(2) =

nAτA(1− τA)nA−1(1− τB)nB ,
PsucB:zone(1) = 0,
PsucB:zone(2) =

nBτB(1− τB)nB−1(1− τA)nA .

Secondly, it may be a collision. That is, two or more stations
start transmitting in the same backoff slot. The corresponding
contention zone specific collision probability can be obtained
by 




Pcol:zone(1) = Ptr:zone(1)

− PsucA:zone(1) − PsucB:zone(1),
Pcol:zone(2) = Ptr:zone(2)

− PsucA:zone(2) − PsucB:zone(2).

Therefore, the average effective payload for priority A
stations can be obtained as:

E[A] =
M∑

i=1

PsucA:zone(i)s(i)E[P ],

where E[P ] is the payload size of a frame, and s(i) can be
obtained from (4) and (5). E[P ] is considered as a known
constant. The effective payload for priority A station measures
the effective amount of priority A traffic that is transmitted
between two successive transmissions.

Similarly, the average effective payload for priority B sta-
tions can be obtained by

E[B] =
M∑

i=1

PsucB:zone(r)s(i)E[P ].

The average time duration between two successive trans-
mission can be obtained by

EL =
M∑

i=1

s(i){(PsucB:zone(i)

+PsucA:zone(i))Ts+Pcol:zone(i)Tc+Pidle:zone(i)aT imeSlot},
where Ts and Tc are time required for a successful transmis-
sion and a collision respectively. They can be obtained by

Ts = H + P + SIFS + ACK + AIFSmin,

and
Tc = H + P + EIFSmin,

where H is the time required for transmitting the physical
layer header and the MAC layer header of a frame, P is
the time required for transmitting the data payload of a
frame, ACK is the duration for transmitting an ACK frame,
AIFSmin is the minimum AIFS used in the WLAN, and
EIFSmin equals to (SIFS + ACK + AIFSmin).

Finally, the throughput for each station of each AC can be
obtained by{

ThroughputA = E[A]/EL/nA,
ThroughputB = E[B]/EL/nB .

V. SIMULATION STUDY

In this section, theoretical analysis presented in the earlier
sections is validated using simulation. Simulation is conducted
using OPNET [20].

The parameters used in the simulation are shown in Table
I. Four ACs are used in the simulation and their parameters
are consistent with those defined in [2, Table 20df, p.49].
Two scenarios are simulated. In the first scenario, two ACs,
i.e., voice and video, are used. This scenario is designed to
investigate the effect of using different CW sizes since a
common AIFS but different CW sizes are used by AC[voice]
and AC[video] respectively. In the second scenario, two ACs,
i.e., best effort and background, are used. The purpose of
this scenario is to investigate the effect of using different
AIFSs, since a common CW size but different AIFSs are used
by AC[best effort] and AC[background] respectively. In both
scenarios, there are equal number of stations in each AC.

TABLE I
WLAN PARAMETER SETTING

Frame payload size 8000 bits
data rate 1Mbp/s

Payload data rate 1Mbp/s
Time slot 20 µs

SIFS 10 µs
Maximum retransmission limit 7

AIFSN voice and video:2,
best effort:3, background:7

CWmin voice:3, video:15
best effort and background:15

CWmax voice:7, video:31
best effort and background:1023

Fig. 5 shows the simulation results and theoretical results
obtained from the proposed model for the first scenario. The
throughput of a station in a specific AC under different number
of stations is shown. It is shown in the figure that theoretical
results obtained from the proposed model generally agree very
well with simulation results, especially when the number of
stations is large. However, when the number of stations is
small, there is obvious discrepancy between theoretical results
and simulations results. This discrepancy is attributable to
the assumption made in the analysis that the transmission
probability of a station in a generic backoff slot is a constant.
As pointed out in [19], this assumption is more accurate when
the number of stations is larger. As shown in the figure, by
using different CWmin and CWmax, traffic is successfully
classified into two different classes. Traffic with a smaller
CWmin and CWmax can have better quality of service. When
the number of stations in each AC is small, the difference in
throughput for each AC is significant. When the number of
stations in each AC increases, the difference in throughput
decreases and throughput of both ACs decreases significantly
because of more stations contending for bandwidth.

Fig. 6 shows the simulation results and theoretical results
obtained from the proposed model for the second scenario.
Again theoretical results obtained from the proposed model
accurately matches the simulation results, especially when the
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Fig. 5. Simulation and analysis results for AC[voice] and AC[video]

number of stations is large. As shown in the figure, by using
different AIFSs, traffic is successfully classified into two
different classes, and this difference appears more obvious than
that in the first scenario. Traffic with a smaller AIFS can have
better quality of service. It should be noticed that when the
number of stations in each AC increases, the lower priority
traffic belonging to the background AC may be starved.

The effect of using different AIFSs and CW sizes on traffic
prioritization observed in the simulation results as well as
theoretical results can be readily explained. Use of different
AIFSs introduces the contention zone specific transmission
probability. Lower priority station may be excluded for trans-
mission in some contention zone, which causes some higher
priority stations monopolize transmission opportunities and
bandwidth. However, use of different CW sizes will only result
in longer delay for lower priority stations and lower priority
stations can still get the opportunity to transmit. Moreover,
as shown in Fig. 5, when the number of voice and video
stations increases, the throughput of both ACs drops severely.
The reason is both AC[voice] and AC[video] have small
AIFS and CW values. This enables stations to have a high
transmission probability at a backoff slot, and accordingly
their transmission will suffer a high collision probability when
the number of stations is large. Therefore the majority of
the available bandwidth is wasted on collision instead of
successful transmission.

Finally, the results obtained in this paper is compared with
those in [13]. Considering that multiple ACs in one station
are used in [13], we slightly revise its analytical model (more
specific, we revise equations (8) and (9) in [13]) so that it is
consistent with the single AC in one station in our proposed
model. The comparison is shown in Fig.7 and Fig.8. As shown
in Fig.7 and Fig.8, the proposed model can generally achieve
more accuracy than that in [13]. This result is expected as
the proposed model in this paper incorporates more features
of EDCA into analysis that that in [13]. The zone specific
transmission probability caused by using different AIFSs is not
considered in [13], where Kong et al. consider that time slots
within each AIFS/EIFS interval suffer the interruption caused
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Fig. 6. Simulation and analysis results for AC[best effort] and
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by transmission from other stations at a same probability.

VI. CONCLUSION

In this paper, a novel Markov chain model for EDCA
performance analysis under the saturated traffic load was
proposed. Compared with the existing analytical models of
EDCA, the proposed model incorporated more features of
EDCA into the analysis and eliminated their limitations. Both
the effects of using different AIFSs and the backoff suspension
caused by transmission from other stations are considered.
Based on the proposed model, saturated throughput of EDCA
was analyzed. Simulation study using OPNET was performed,
which demonstrated that theoretical results obtained from the
proposed model can closely match simulation results, and the
proposed model has better accuracy than that in the literature.

Despite the improvement, the analysis presented in this
paper was based on the saturated throughput assumption. In
a real network, traffic from a station is more likely to be
non-saturated. Therefore a more interesting scenario will be
throughput in non-saturated conditions. Moreover, wireless
channel is characterized by the relatively higher bit error rate
due to noise and interference. The effect of noise on EDCA
performance should also be considered. These problems shall
be addressed in our future research. These problems shall be
addressed in our future research.
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