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Abstract—Crowdsourcing dramatically benefits WiFi finger-
printing localization in reducing the costs of collecting received
signal strength (RSS) data during offline site survey, and has
gained much attention in the literature. This paper proposes
a deep learning based indoor positioning system (IPS), termed
SeqIPS, to sufficiently exploit the available information in the
crowdsourced sequential RSS data and inertial measurement unit
(IMU) data. However, there exist the following three challenges:
the relatively large label noises of crowdsourced RSS data, the
unavailability of the labels of crowdsourced IMU data and the
incorporation of the knowledge in IMU data into the local-
ization model using RSS measurement as inputs during online
localization. To this end, a co-teaching network is developed to
effectively extract spatio-temporal features from sequential RSS
data and meanwhile alleviate the influence of label noises. Also,
a novel loss function involving IMU data is defined to impose
spatial penalties, so as to further refine the localization model.
Moreover, a domain adaptation module is included to effectively
label the crowdsourced IMU data. Extensive experiments are
conducted in a real scenario and show that, SeqIPS can achieve
an average localization error of 3.37 m, outperforming both
traditional methods and recent deep learning based methods by
18.4% at least. In summary, the novelty of SeqIPS is that extra
crowdsourced IMU data is exploited to refine the localization
model during offline training, while only sequential RSS data
is required as inputs during online localization, such that the
system accuracy, simplicity and costs are reasonably balanced.

Index Terms—WiFi fingerprint-based localization, deep learn-
ing, generative adversarial network (GAN), co-teaching, crowd-
sourcing

I. INTRODUCTION

Location-based service (LBS) plays an increasingly impor-
tant role in our daily life due to its wide-ranging applications,
such as navigation, monitoring, and target tracking [1]. In
general, global positioning system (GPS) can provide sat-
isfactory localization performance in outdoor environments,
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but becomes powerless in indoor environments due to a
lack of line-of-sight (LoS) propagation [2]. Therefore, various
technologies, like WiFi [3], [4], Bluetooth [5], [6], pedestrian
dead reckoning (PDR) [7], [8], vision [9], ultra-wideband
[10]–[12], etc., have been exploited to develop accurate indoor
positioning systems (IPSs) in the past two decades. In pace
with the widespread deployment and availability of WiFi
infrastructures, WiFi-based fingerprint localization [13]–[16]
has become one of the most promising solutions in indoor
environments. It consists of two phases [2], i.e., the offline
training phase and the online localization phase. In the offline
phase, a site survey is conducted to collect sufficient received
signal strength (RSS) data at each predefined reference point,
and then a radio map is constructed and stored on a server;
in the online phase, real-time RSS data collected by mobile
devices is matched with the existing radio map to return the
most probable locations.

In the previous research, the major works focused on the
following three pivotal problems in fingerprint-based IPSs.
Firstly, the applicability of fingerprint-based IPSs is severely
restricted due to the labor-intensive and time-consuming site
survey. As such, crowdsourcing-based approaches [17]–[20]
have been widely adopted to collect fingerprints by exploit-
ing the daily activities of participants. However, an obvious
disadvantage of such methods is that it is hard to accurately
label fingerprint data. Secondly, the robustness of fingerprint-
based IPSs is generally degraded by the instability and inherent
noises of wireless signals. Hence, an early study [21] tried to
optimize localization results by exploiting temporal diversity
and spatial dependency of RSS data, but only achieved lim-
ited localization accuracy; afterwards, studies based on deep
learning methods [22], [23] attempted to learn the spatio-
temporal relationships in sequential RSS data, which cannot
combat crowdsourced data with severe label noises. Thirdly,
the performance of fingerprint-based IPSs is quite limited.
To push the limit of localization accuracy, different fusion
methods were proposed to integrate additional information like
IMU data [24]–[26] and visual images [27], thus producing
evidently better localization accuracy than the pure fingerprint-
based ones. However, these methods not only increase com-
putation and deployment costs, but also lower the ubiquity of
IPSs.

However, existing studies are still confronted with the fol-
lowing issues at present: 1) precisely labelling crowdsourced
RSS or IMU data is quite challenging; 2) with noisy crowd-
sourced fingerprints, it is hard to produce accurate localization
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models or radio maps; 3) fusion methods impose extra pro-
cessing costs, making fingerprint-based IPSs more complicated
and less ubiquitous.

In order to overcome the aforementioned issues, this pa-
per presents a novel fingerprint-based IPS, termed SeqIPS,
which learns an accurate localization model by exploiting
crowdsourced sequential RSS data and IMU data. Specifically,
the core localization module of SeqIPS is a co-teaching
network composed of two identical bi-directional long short-
term memory (BiLSTM) structures. Its superiority lies in
that, for one thing, the BiLSTM structures can adequately
extract forward and backward spatio-temporal features from
crowdsourced sequential RSS data, thus effectively mitigating
the impacts of inherent noises and instability of wireless
signals on localization accuracy; for another, the co-teaching
network can effectively combat severe label noises caused
by crowdsourcing to ensure the accuracy of the localization
model. In particular, since the knowledge contained in training
samples is not fully utilized in the learning of the co-teaching
network (i.e., some training samples do not participate in
training), a fine-tuning operation is included to further refine
the localization model by using the other samples. Moreover,
considering the fact that IMU information can effectively cap-
ture the relative location changes of mobile users, a novel loss
function that formulates IMU data as spatial penalties is pro-
posed to constrain the spatial relationships between location
predictions to further improve the accuracy of the localization
model. Therein, since it is difficult to label crowdsourced
IMU data, a domain adaptation module based on a generative
adversarial network (GAN) is developed to adapt a source
domain model constructed by using a public dataset [28] to
the current domain for effectively labelling the crowdsourced
IMU data. In comparison with existing approaches, SeqIPS
owns the following advantages: 1) SeqIPS is able to integrate
extra crowdsourced IMU data to refine the localization model
during offline training, but becomes a pure fingerprint-based
IPS in online localization in the sense that only RSS data
is requested for localization, so as to guarantee its simplicity
and ubiquity; 2) SeqIPS is able to effectively combat severe
location label noises from crowdsourced fingerprints, thus
remarkably improving its accuracy.

To validate the effectiveness and performance of SeqIPS,
extensive experiments are conducted in a large real scenario
of nearly 1000 m2, and a thorough comparison with other
methods indicates that, SeqIPS is able to achieve an average
localization error of 3.37 m, which outperforms the typical
RADAR [29] and Horus [30] IPSs by 34.8% and 30.4%, re-
spectively, as well as the popular deep learning based methods
by 18.4% at least.

Table I gives the list of notations and explanations. The
remainder of this paper is organized as follows. Section II
reviews the literature on fingerprint-based localization. Sec-
tion III provides an overview of the proposed SeqIPS. Sec-
tion IV introduces how to label crowdsourced IMU data
through the domain adaptation module. Section V proposes
how to construct an accurate localization model based on a
co-teaching network. In Section VI, experimental results and
performance evaluation are reported. We conclude this paper

TABLE I
LIST OF NOTATIONS AND EXPLANATIONS.

Notation Explanation
rs/rt Sequential IMU data from the source/target domain
ms/mt Number of sequential IMU data rs/rt

∆us Labels of rs

n Length of sequential IMU data
Z Sequential RSS data
L Location labels of Z
Z+ Online real-time sequential RSS data
l Length of sequential RSS data
d1/d2 Dimension of label of IMU/RSS data
R Reshaped rt for corresponding to Z
∆U Predicted labels of R
∆x,∆y Changes of 2D coordinates transformed by ∆U
ε Gaussian noise injected into Z, satisfying N

(
0, σ2

z

)
ρ Maximum ratio of large-noise sequential RSS data
T Current epoch when training the co-teaching network
N The epoch when the function value of Γ (T ) reaches

1− ρ
δ Threshold of distance errors produced by the dis-

tances between the predicted locations by the co-
teaching network and the corresponding distances
predicted by IMU information

Zρ The large-noise sequential RSS data with ratio of ρ
hρ Number of large-noise sequential RSS data Zρ

Lρ
Net1

/Lρ
Net2

Locations of Zρ predicted by the Net-
work1/Network2 in the co-teaching network

and shed the lights on our future works in Section VII.

II. RELATED WORK

In this section, we shall briefly review the literature on the
most related works in the following.

A. Crowdsourcing-based Localization Methods

To reduce the workloads and costs of site survey, crowd-
sourcing becomes one of the most feasible solutions, but
a main weakness is that crowdsourced fingerprints induce
severe label noises. Therefore, a great deal of research has
been conducted to alleviate the influence of label noises. In
[31], PDR was used to infer the locations of crowdsourcing
participants given known initial locations of a trajectory, which
suffers from the inherent error accumulations. In [32]–[34],
crowdsourcing was utilized to collect RSS fingerprints by
imposing specific constraints or restrictions, but still incurs
significant location label errors. In [35], [36], global opti-
mization methods were proposed to optimize fingerprint-based
localization results with the usage of PDR information. In [37],
[38], the map-assisted methods were proposed to generate
fingerprint maps by using the crowdsourced fingerprints cali-
brated by additional map information. In [39], an unsupervised
radio map learning scheme, termed MapICT, was proposed
to build radio maps by using low-quality trajectory data, and
achieved acceptable localization performance. In [40], [41],
federated learning was applied to reduce the workload of
labeled data collection and improve the performance of indoor
localization through crowdsourced data, but lacks effective
validation in real crowdsourcing scenarios. In a word, ex-
isting crowdsourcing-based methods aim to obtain available
crowdsourced fingerprints with the aid of extra information,
such as landmarks, maps, paths and etc., reducing the ubiquity
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of crowdsourcing-based methods, and more importantly, these
methods generally ignore the influence of severe location label
noises of crowdsourced fingerprints on localization accuracy.
Unlike the previous ones, the proposed SeqIPS can effectively
alleviate the influence of location label noises from crowd-
sourced fingerprints when training the localization model, so
as to improve localization accuracy.

B. Fusion Localization Methods

Since the performance of fingerprint-based IPSs is quite
limited, extensive studies attempted to improve localization
accuracy by fusing RSS data with other types of data, e.g.,
the most common IMU data [24], [26], [42], [43]. In [42],
[43], fingerprint-based localization results were optimized by
imposing coarse distance constraints obtained by PDR, but
ignored orientation information. Moreover, in [24], [26], dif-
ferent methods were developed to fuse RSS and IMU data
for location optimizations through the Kalman filter. However,
these methods incur more processing costs, and cannot be
applied without IMU data. Conversely, SeqIPS can employ
extra IMU data to improve the accuracy of the localization
model in offline training, while it becomes a pure fingerprint-
based IPS in online localization, namely that only RSS data is
requested for localization. As a result, SeqIPS maintains high
online localization efficiency and system ubiquity.

C. Deep Learning Based Localization Methods

Deep learning has been introduced into fingerprint-based
localization for improving localization accuracy [1], [22], [23],
[44]–[47]. In the beginning, simple neural networks [44], [45]
were only able to achieve limited localization performance,
due to their limited ability to extract complex fingerprint
features. Afterwards, complex neural networks [1], [22], [46]–
[48] were proposed to mine more features from fingerprints, so
that the localization accuracy is greatly improved. Moreover,
since the RSS data collected during walking has obvious
temporal correlations, the recurrent neural network (RNN)
[23] was employed to deal with sequential RSS data, which
can effectively alleviate the instability of localization results.
However, existing deep learning based methods focus on
improving localization accuracy based on the assumption that
fingerprint data is labelled by accurate location labels, but
ignore the situation where fingerprint data attains noisy labels,
leading to inaccurate localization models. In contrast, SeqIPS
is robust to the fingerprints with noisy location labels due to
the effective mitigation of label noises during the training of
the localization model.

D. Labeling IMU Data by Domain Adaptation

Recently, data-driven methods have replaced the original
integration method to accurately label IMU data. However, due
to the high collection costs and labeling costs of generating
an IMU dataset, some works attempt to develop domain
adaptation methods to label IMU data in a new environment.
For instance, a novel framework, termed MotionTransformer,
was proposed to extract domain-invariant features of raw

IMU sequences from arbitrary domains and transform them
into new domains without any paired data, enabling the
transfer among different phone placements [49]. Moreover,
a framework, termed TinyOdom, was proposed to train and
deploy lightweight neural inertial models on ultra-resource-
constrained (URC) devices, which validates the transferability
of inertial models across entirely different datasets [50]. Dif-
ferent from the existing methods, SeqIPS focuses on learning
domain-invariant features across different devices.

III. SYSTEM OVERVIEW

Different from the typical fingerprint-based localization
IPSs [29], [51], the proposed SeqIPS follows a deep learning
framework, which builds a mapping from RSS to location, as
shown in Fig. 1. SeqIPS consists of three modules: adversarial
learning based domain adaptation, co-teaching learning based
localization model training and location predictions by the
fine-tuned co-teaching model.

A. Adversarial Learning Based Domain Adaptation

In this module, crowdsourced sequential IMU data is la-
belled and converted into the changes of location coordinates,
thus formulating spatial penalties to refine the localization
model during the training of sequential RSS data. The main
structure is a domain adaptation network, which is composed
of the source and target feature extractors, domain discrimi-
nator, movement predictor and movement decomposition.

Specifically, given a set of sequential IMU data rs =[
rs1, r

s
2, · · · , rsms

]
in a public dataset [28] with the accurate

labels of ∆us =
[
∆us

1,∆us
2, · · · ,∆us

ms

]
(where the su-

perscript s denotes the source domain, ms is the number
of sequential IMU data, rsi = [rs1, r

s
2, · · · , rsn] is the i-

th sequential IMU data with rsj being the j-th IMU sam-
ple and n being the length of rsi , ∆us

i = [∆ds
i ,∆θs

i ]
is the label of rsi with ∆ds

i = [∆ds1,∆ds2, · · · ,∆dsn] and
∆θs

i = [∆θs1,∆θs2, · · · ,∆θsn] representing the displacement
and heading, respectively), the source feature extractor and
movement predictor are jointly trained to learn a source
domain model; then, the target feature extractor with the inputs
of a set of sequential IMU data in a target domain, denoted
rt =

[
rt1, r

t
2, · · · , rtmt

]
(where the superscript t denotes the

target domain, mt is the number of sequential IMU data, and
rti = [rt1, r

t
2, · · · , rtn] is the i-th sequential IMU data with rtj

being the j-th IMU sample), steadily combats with the domain
discriminator to produce consistent feature representations
with the source feature extractor in an identical feature space
RC , so that the target feature extractor combined with the
movement predictor can efficiently label the IMU data in the
target domain; finally, a movement decomposition operation
is conducted to convert the labels of sequential IMU data into
the changes of location coordinates, denoted (∆x,∆y), on
the two dimensional (2D) reference coordinate system, which
is subsequently formulated as spatial penalties to refine the
localization model (Subsection III-B).
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Fig. 1. The system architecture of the proposed SeqIPS. (Note that, the fine-tuned network1 and fine-tuned network2 in the online localization are the trained
network1 and network2 in the offline training phase.)

B. Co-teaching Learning Based Localization Model Training

The objective of this module is to learn an accurate local-
ization model from crowdsourced sequential RSS data. To this
end, a co-teaching network is developed to adequately extract
spatio-temporal features and meanwhile effectively alleviate
the influence of severe label noises.

Given a set of sequential RSS data Z = [Z1,Z2, · · · ,Zh]
with the noisy location labels of L = [L1,L2, · · · ,Lh] (where
h is the number of sequential RSS data, Zi = [z1, z2, · · · , zl]
represents the i-th sequential RSS data with zj being the j-th
RSS sample and l being the length of Zi, Li = [l1, l2, · · · , ll]
denotes the corresponding 2D location labels of Zi); by
regarding Z as inputs, the co-teaching network including a
Network1 and a Network2 is initially trained through the
sequential RSS data with small-loss labels based on the co-
teaching strategy [52]; then, the remaining sequential RSS data
with large-loss labels is re-labelled by the existing co-teaching
network and filtered through a selection operation, so as to
further be used to fine-tune the co-teaching network. Moreover,
a novel loss function, which integrates both the mean absolute
error (MAE) loss and the spatial penalty loss produced by
(∆x,∆y), is designed to refine the co-teaching network.
Note that, the trained co-teaching network is known as the
localization model. In addition, to mitigate the impacts of
measurement noises, we impose appropriate Gaussian noises
into RSS data during the training of the co-teaching network.

C. Location Predictions by the Fine-tuned Localization Model

In the online localization phase, given a set of real-time se-
quential RSS data collected by user’s devices, denoted Z+ =[
Z+

1 ,Z+
2 , · · · ,Z+

g

]
with g being the number of sequential

RSS data, we feed them into the fine-tuned localization model,
i.e., the co-teaching network consisting of the Fine-tuned

network1 and the Fine-tuned network2, and the mean values
of their outputs are returned as user’s final localization results,
on account of the fact that the two networks have the same
importance in the co-teaching network. Note that, only the
real-time sequential RSS data is used for localization, and
there is no need to input IMU data in the online localization
phase. Subsequently, we shall introduce the specific details of
the proposed SeqIPS.

IV. LABELLING IMU DATA THROUGH A DOMAIN
ADAPTATION MODULE

In this section, a domain adaptation module based on
GAN is designed to efficiently label IMU data. Firstly, the
backgrounds of the problem are introduced (Subsection IV-A).
Then, the implementation of the domain adaptation module
is elaborated. Specifically, a source domain model is first
constructed using an open IMU dataset with accurate labels
(Subsection IV-B); then, an adversarial learning method is
presented to build a target domain model, which aims to
generate consistent feature representations with the source
domain model in the same feature space (Subsection IV-C);
finally, how to label IMU data by the target domain model is
illustrated (Subsection IV-D).

A. Background

PDR, a typical inertial navigation system (INS), is widely
exploited to infer the locations of pedestrians via low-cost
micro-electro-mechanical system (MEMS) IMU platforms on
smartphones. Traditionally, by assuming that the walking state
of a pedestrian maintains a periodic property, PDR detects
the user’s steps, estimates their stride lengths and headings
using real-time IMU data, and further updates the user’s
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locations [53], [54]. However, IMU data generally incurs high
measurement noises and biases in practice, so giving rise to the
critical issue of error accumulations. biases and measurement
noises have to be precisely modeled, which is a challenging
task.

Benefiting from the development of deep learning, data-
driven methods have recently become an effective solution,
which is able to directly build an accurate regression model
from the noisy IMU data to the displacements and headings
of pedestrians, thus effectively mitigating the impact of biases
and measurement noises on the accuracy of PDR estimation
[50], [55], [56]. Among them, the sequential deep learning
method shows excellent performance as it can adequately
utilize the spatio-temporal features of sequential IMU data.
Since building an IMU dataset requires deploying specific
delicate devices, and more importantly, these devices are
not available for complex indoor environments, a domain
adaptation module is proposed by firstly building a source
domain model by using the labelled sequential IMU data in an
open dataset [28], and then adapting the source domain model
to a target domain for predictions. In this way, IMU data can
be accurately labelled without additional costs. The proposed
domain adaptation module is elaborated in the subsequent
subsections.

B. Constructing the Source Domain Model

Since sequential IMU data is obviously temporally related,
a three-layer BiLSTM feature extractor Ms

F is developed to
extract latent features. Given the sequential IMU data rs as
inputs; let ΩMs

F
represent the parameters of Ms

F, the latent
feature X ∈ RC can be obtained by

X = Ms
F

(
rs;ΩMs

F

)
, (1)

where RC is the feature space of X with the dimensions being
C. Then, a movement predictor comprising of a one-layer fully
connected (FC) network, denoted MP, is connected to predict
the labels of rs according to the latent features X , i.e.,

∆ûs = MP (X;ΩMP) , (2)

where ΩMP denotes the parameters of MP, and ∆ûs repre-
sents the predicted labels. In order to optimize the training of
the source domain model, the loss function of the movement
predictor is defined as MAE, which is written as

LP =
1

ms

ms∑
i=1

n∑
j=1

d1∑
k=1

|∆us
i,j,k −∆ûs

i,j,k|, (3)

where | · | represents the absolute value operation, and d1=2
denotes the dimensions of labels (the labels consist of dis-
placement and heading components).

In the training phase, by minimizing LP , the feature extrac-
tor Ms

F and movement predictor MP are continuously refined,
thus efficiently labelling the IMU data in the source domain.

C. Domain Adaptation by an Adversarial Learning

In order to adapt the source domain model to a target
domain, we design a domain adaptation module based on the

adversarial discriminant domain adaptation [57] that can learn
the domain invariant representations of sequential IMU data
in different domains, that is to say, a target feature extractor,
denoted Mt

F, can generate consistent feature representations
with Ms

F in a feature space RC .
First, the target feature extractor Mt

F, which has the same
network structure and different parameters with Ms

F, is em-
ployed to extract the latent features Y of sequential IMU data
rt from the target domain, i.e.,

Y = Mt
F

(
rt;ΩMt

F

)
, (4)

where ΩMt
F

denotes the parameters of Mt
F.

Then, based on the latent features X and Y , a domain
discriminator MD consisting of a two-layer FC network is
constructed to differentiate their domains, i.e.,

ô = MD ([X,Y ] ;ΩMD
) , (5)

where ô = [ôs, ôt] is the predicted domain distribution and
ΩMD represents the parameters of MD. The cross-entropy LD

of domain distribution ô and the true domain label o = [os,ot]
is defined as the loss function of the domain discriminator,
namely

LD = − 1

(ms +mt)

ms+mt∑
i=1

n∑
j=1

oi,j log ôi,j

+(1− oi,j) log (1− ôi,j) .

(6)

Besides, we hope that Mt
F can produce more and more sim-

ilar feature representations with Ms
F, so that the discriminator

MD cannot distinguish true and fake. Therefore, Mt
F is also

trained by rt with the inverted domain labels ot∗ (i.e., the
domain label of the source domain) and differentiated by the
domain discriminator MD. Here, the cross-entropy loss of the
domain discriminator is defined as

LD∗ = − 1

mt

mt∑
i=1

n∑
j=1

ot∗
i,j log ô

t∗
i,j +

(
1− ot∗

i,j

)
log

(
1− ôt∗

i,j

)
,

(7)

where ôt∗ is the domain distribution predicted by MD.
During training, by alternately minimizing LD and LD∗ , the

target feature extractor and domain discriminator constantly
optimize and improve themselves, and ultimately, Mt

F is able
to generate consistent feature representations with Ms

F in the
feature space RC .

D. Labelling IMU Data in the Target Domain

Since Mt
F can generate consistent feature representations

with Ms
F in the feature space RC , the labels of sequential IMU

data in the target domain are able to be efficiently labelled by
cooperating Mt

F with MP. Hence, we can predict the labels of
rt by

∆û = MP

(
Mt

F

(
rt;ΩMt

F

)
;ΩMP

)
, (8)

where ∆û =
[
∆d̂,∆θ̂

]
with ∆d̂ and ∆θ̂ being the pre-

dicted displacement and heading, respectively. In the proposed
SeqIPS, the objective of labelling sequential IMU data is
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to formulate spatial penalties to refine the training of se-
quential RSS data. Hence, the sequential IMU data R =
[R1,R2, · · · ,Rh] corresponding to the sequential RSS data
Z (as shown in Fig. 2, Zi = [zi, zi+1, · · · , zi+l−1] is a
sequential RSS data with l being its lengths and an arbitrary
element zj being the RSS sample at j-th location, and the
Ri = [ri, ri+1, · · · , ri+l−2] is the corresponding IMU data
with an arbitrary element rj being the sequential IMU data
between zj and zj+1) is actually labelled by Eq. (8). The pre-
dicted labels are defined as ∆Û =

[
∆Û1,∆Û2, · · · ,∆Ûh

]
with ∆Ûi = [∆ûi,∆ûi+1, · · · ,∆ûi+l−2] (∆ûi is the labels
of ri in Ri); the displacement component and the heading
component of ∆Ûi are defined as ∆D̂i and ∆Θ̂i, respectively.
Note that, R is reshaped to adapt the input format of Mt

F

before prediction, and ∆Û maintains the previous format of
R by reshaping after prediction.
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Fig. 2. The permutations of sequential RSS and IMU data on a pedestrian
trajectory. Where ri is a sequential IMU data, and zi is an RSS sample.

Then, a movement decomposition operation is conducted to
convert ∆Û into the changes of location coordinates, i.e.,
(∆x,∆y), on the 2D reference coordinate system. For an
arbitrary ∆Ûi ∈ ∆Û with i = 1, 2, · · · , h, we can compute
the changes of location coordinates by

∆xi = ∆D̂i cos
(
α+∆Θ̂i

)
, (9)

∆yi = ∆D̂i sin
(
α+∆Θ̂i

)
, (10)

where α denotes the initial absolute orientation, which is com-
puted by the initial several IMU samples in the first sequential
IMU data ri of Ri according to the heading estimation method
[58]. Finally, the results of ∆x = [∆x1,∆x2, · · · ,∆xh]
with ∆xi = [∆x1,∆x2, · · · ,∆xl−1] and ∆y =
[∆y1,∆y2, · · · ,∆yh] with ∆yi = [∆y1,∆y2, · · · ,∆yl−1]
are converted into spatial penalties to refine the training of
sequential RSS data in the following section (Section V). It is
noticeable that rs and rt are raw IMU data from smartphones,
i.e., they are not processed.

V. CONSTRUCTING AN ACCURATE LOCALIZATION MODEL
BY THE CO-TEACHING NETWORK

In this section, an accurate localization model is constructed
by using crowdsourced sequential RSS data with relatively
large label noises. Firstly, the background information is
introduced (Subsection V-A). Then, the implementation of the
proposed localization model is elaborated. Specifically, we
first illustrate how to learn an initial localization model by
the co-teaching network through exploiting the samples with
small label noises (Subsection V-B), then present a novel loss
function to refine the co-teaching network (Subsection V-C),

and further propose how to fine-tune the localization model
using the remaining samples with large label noises (Subsec-
tion V-D).

A. Background

Nowadays, fingerprint-based localization is mainly imple-
mented in two ways. One way is to construct a radio map
using the fingerprints collected at each reference point [30].
Another way is to learn an accurate localization model map-
ping from RSS data to location labels based on deep learning
methods [23]. However, the former generally results in un-
stable localization results due to the instability and inherent
noises of wireless signals, while the latter always relies on
reliable fingerprints, i.e., fingerprints with accurate location
labels, to generate a localization model, which will definitely
be degraded by crowdsourced fingerprints due to the severe
location label noises.

To this end, the main objective of this section is to con-
struct a localization model using sequential crowdsourced data,
which is expected to achieve high localization accuracy by
adopting sequence-based learning, noise mitigation and model
enhancement. Sequence-based learning can adequately exploit
the spatio-temporal features in sequential RSS data by the
BiLSTM structure, thus boosting the stability and accuracy of
localization results. Noise mitigation emphasizes the usage of
sequential RSS data with small label noises by the co-teaching
network in the model training, thus effectively alleviating the
influences of label noises on localization model accuracy.
Model enhancement refines the spatial relationships between
location predictions by imposing spatial penalties using IMU
data, thus further improving the accuracy of the localization
model. We illustrate the detailed implementations of the pro-
posed localization model in the subsequent subsections.

B. Constructing an Initial Localization Model

As is known to all, the labels of crowdsourced RSS data
suffer from severe noises, which result in an inaccurate lo-
calization model, thus degrading localization accuracy. In this
instance, we hope that a localization model can be constructed
by using the sequential RSS data with the location labels as
accurate as possible (i.e., the sequential RSS data with small
label noises), thus ensuring the accuracy of the localization
model. Fortunately, the co-teaching network [52] conforms to
our idea since it can obtain the samples with small label noises
by selecting small-loss samples during training. Therefore,
a co-teaching network is developed to learn latent spatio-
temporal features of sequential RSS data and meanwhile
alleviate the influence of label noises.

In order to mitigate the impacts of measurement noises, we
impose Gaussian noises onto sequential RSS data in the input
layer of the co-teaching network. Given a set of sequential
RSS data Z, the actual input Z∗ of the co-teaching network
is obtained by

Z∗ = Z + ε, (11)

where ε denotes the Gaussian noise and satisfies N
(
0, σ2

z

)
.

Then, considering the abundant spatio-temporal information
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involved in sequential RSS data, the BiLSTM structure is
adopted to construct the co-teaching network to extract spatio-
temporal features. Therein, the co-teaching network consists of
two identical networks, i.e., MNet1 and MNet2 , each of which
contains a feature extractor with a four-layer BiLSTM network
and a location predictor with a two-layer FC network. Here,
the co-teaching network with the input of Z∗ is defined to
learn spatio-temporal features by

L̂Net1 = MNet1

(
Z∗;ΩMNet1

)
, (12)

L̂Net2 = MNet2

(
Z∗;ΩMNet2

)
, (13)

where L̂Net1 =
[
L̂Net1

1 , L̂Net1
2 , · · · , L̂Net1

h

]
and L̂Net2 =[

L̂Net2
1 , L̂Net2

2 , · · · , L̂Net2
h

]
represent the location outputs of

MNet1 and MNet2 , and ΩMNet1
and ΩMNet2

are the param-
eters of MNet1 and MNet2 , respectively. Note that, since
the co-teaching network follows a multiple-input multiple-
output (MIMO) mode, MNet1 and MNet2 will output a set of
consecutive locations when a sequential RSS data is inputted.

During training, to combat severe label noises, the learning
of the co-teaching network adheres to such a strategy: in each
epoch, the two networks (MNet1 and MNet2 ) select small-
loss samples as useful knowledge in forward propagation (for
the purpose of selecting the samples with small label noises)
and teach such samples to their peer network for updating
parameters in back propagation. Moreover, to control the ratio
of small-loss samples, a ratio function Γ (T ) is defined as

Γ (T ) = 1−min{ T
N

ρ, ρ}, (14)

where T denotes the current epoch, ρ (named noise ratio)
represents the maximum ratio of large-loss samples, and N
represents the epoch when the ratio of small-loss samples
reaches 1 − ρ. It can be found that, with the increase of T ,
the ratio of small-loss samples Γ (T ) gradually reduces, and
reaches 1− ρ when T ≥ N . The main reason lies in that the
neural network first fits relatively clean samples, and then fits
noisy samples progressively, thus leading to overfitting to some
extent [52]. Hence, it is necessary to filter out the samples
with large label noises before overfitting, so as to maintain
the accuracy of the model.

C. MAE and Spatial Penalty Loss

In order to more accurately learn the spatial features of
sequential RSS data, we propose a novel loss function that not
only minimizes the common MAE between the predicted and
true location labels, but also minimizes the spatial penalties
formulated by the predicted (∆x, ∆y) in Section IV.

For an arbitrary network MNetb with b ∈ {1, 2}, given the
predicted location labels L̂Netb and the true location labels L,
the MAE loss function is defined as

LM =
1

h

h∑
i=1

l∑
j=1

d2∑
k=1

|L̂Netb
i,j,k −Li,j,k|, (15)

where d2 = 2 represents the dimension of the location label.
Moreover, (∆x, ∆y) is formulated as spatial penalties to

refine the co-teaching network, that is to say, the coordinate

distance between two adjacent locations is constrained by
(∆x, ∆y). The spatial penalty loss function is defined as

LS =
1

h

h∑
i=1

l−1∑
j=1

d2∑
k=1

Ξ(∆ηi,j,k > δ) ∗ log (∆ηi,j,k − δ + 1) ,

(16)
where δ is a distance threshold, and ∆ηi = |L̂Netb

i,2:l −
L̂Netb

i,1:l−1−
[
∆xi,∆yi

]
| denotes the distance error produced

by the distance between the predicted locations by co-teaching
network and the distance predicted by IMU information, i.e.,
(∆x, ∆y). Ξ is a sign function with the value being 1 when the
condition ∆ηi,j,k > δ is true (producing additional penalty),
otherwise being 0 when the condition ∆ηi,j,k > δ is false
(without additional penalty). Finally, by combining LM and
LS , the total loss function of the co-teaching network is
defined as

Lco = λ1LM + λ2LS , (17)

where λ1 and λ2 are the hyper-parameters.
In the training phase, by treating the loss Lco as an optimiz-

ing criterion, the co-teaching network is iteratively trained.

D. Localization Model Fine-tuning

According to the afore-mentioned co-teaching network
learning, It can be found that, when the training reaches stable,
only a part of sequential RSS data with the ratio of 1 − ρ
is employed to optimize the parameters of the co-teaching
network, but the other RSS data with the ratio of ρ does not
take some effects in practice. Hence, to adequately exploit the
knowledge in sequential RSS data, a fine-tuning procedure is
conducted to further refine the co-teaching network using the
other RSS data with the ratio of ρ.

Since these RSS data theoretically have large label noises
after filtering by the co-teaching network. Therefore, we re-
label them by the existing co-teaching network, and then a
selection operation is conducted to select suitable data for fine-
tuning. Specifically, let Zρ =

[
Z1,Z2, · · · ,Zhρ

]
denote those

sequential RSS data with hρ = ⌈h × ρ⌉ being the number of
sequential RSS data (⌈·⌉ represents the ceiling function); the
two existing networks MNet1 and MNet2 are respectively used
to label the locations of Zρ, which are defined as

Lρ
Net1

=
[
LNet1

1 ,LNet1
2 , · · · ,LNet1

hρ

]
, (18)

Lρ
Net2

=
[
LNet2

1 ,LNet2
2 , · · · ,LNet2

hρ

]
. (19)

Then, a sample selection operation is conducted to exclude a
small number of unreliable samples. For an arbitrary sequential
RSS data Zi in Zρ with i = 1, 2, · · · , hρ, we compute the
average Euclidean distance between LNet1

i and LNet2
i , and if

the distance is fairly distant, i.e., it is more than the distance
threshold empirically set as 1.2 m, Zi is discarded. After that,
the remaining RSS data with the location labels being the
mean value of Lρ

Net1
and Lρ

Net2
is fed into the existing co-

teaching network for fine-tuning, so as to further enhance the
prediction performance of the co-teaching network.

To sum up, the training of the localization model can be
summarized as follows: the co-teaching network first selects
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Algorithm 1 Training of Localization Model
Input: Z, rs, rt;
Output: A localization model.
1: // Label IMU data by domain adaptation
2: Construct a source domain model

MP

(
Ms

F

(
rs;ΩMs

F

)
;ΩMP

)
by rs;

3: Generate a target domain model
MP

(
Mt

F

(
rt;ΩMt

F

)
;ΩMP

)
by domain adaptation

using rt;
4: Compute the changes of location coordinates (∆x,∆y)

by the target domain model and movement decomposition;
5:
6: // Learn a localization model by co-teaching network
7: Learn initial localization models MNet1 and MNet2 using

Z and (∆x,∆y);
8: Re-label the remaining RSS data Zρ by using MNet1 and

MNet2 ;
9: Fine-tune the localization model MNet1 and MNet2 us-

ing the remaining RSS data Zρ and the corresponding
(∆x,∆y);

10: return The fine-tuned localization model.

RSS data with small label noises to construct an initial
localization model; then, the other RSS data with large label
noises is re-labelled for further fine-tuning the model. The
procedure of learning a localization model is summarized in
Algorithm 1.

VI. EXPERIMENTAL EVALUATION

In this section, extensive experiments are conducted to
thoroughly evaluate the performance of the proposed SeqIPS.

A. Datasets

Two datasets, i.e., “Library” which includes sequential RSS
data with noisy location labels and unlabelled IMU data and
“OxIOD” which contains labelled IMU data [28], are used in
the experiments. We introduce them as follows.

1) Library dataset : sequential RSS and IMU data are
collected in a large open space with a total area of nearly
1000 m2, i.e., the Reading Room on the third floor of a library
building, which includes a number of bookracks with a height
of around 2 m, desks and chairs, as illustrated in Fig. 3. It is
noticeable that more than 100 distinct access points (APs) are
detected in the target space, and most of them only provide
occasional and extremely weak RSS measurements; hence, 22
APs with strong and active RSS measurements are selected
for use.

In the experiments, data collection was conducted in a
crowdsourcing manner, and lasted nine rounds. Specifically,
regarding each round, the training data was collected by a
student with a smartphone (i.e., HUAWEI P7) held in front of
his chest to arbitrarily traverse the target space; additionally,
the student was also asked to walk along the predefined trajec-
tories (with a length between 20 m and 30 m) at a constant
speed to produce testing data. Ultimately, the total training

Fig. 3. The floor plan of experimental areas

data contains 8499 RSS samples and numerous IMU samples,
and the total testing data contains 1812 RSS samples. Therein,
the training RSS samples were rapidly labelled through an
existing coarse-grained fingerprint-based IPS constructed by
the Gaussian process regression (GPR) using only a few
fingerprints (Note that, the training RSS samples are also able
to be labelled by other methods, e.g., PDR.). Obviously, these
training RSS samples incur severe label noises. Accordingly,
the testing RSS samples were accurately labelled by evenly
assigning locations on the predefined trajectories due to the
constant speed. In addition, the scanning frequencies of RSS
data and IMU data in collecting these data were set as 1 Hz
and 100 Hz, respectively.

According to these collected data, a sliding time window
operation was conducted to divide the training RSS and IMU
data into small sequential data with a specific length as the
inputs of SeqIPS. Concretely, the IMU data was divided with
a window size of 1 second (i.e., 100 records) and a step size
of 0.2 second to produce rt for training the domain adaptation
network; the RSS data was divided with a window size of l
second (i.e., l records) and a step size of 1 second to produce Z
for training the co-teaching network; in particular, to facilitate
the fusion of RSS and IMU data, according to the permutations
of sequential RSS and IMU data in Fig.2 that a sequential
IMU data ri is always sandwiched between two RSS samples,
the IMU data was divided into R that corresponds to Z
to predict the changes of location coordinates (∆x,∆y), so
as to formulate spatial penalties to refine the training of the
sequential RSS data.

2) OxIOD dataset : OxIOD is an open IMU dataset with a
scanning frequency of 100 Hz collected in a Vicon Room with
the size of 5 m × 4 m [28]. Specifically, a pedestrian carrying
a commercial-off-the-shelf smartphone (iPhone 7 plus) in four
different ways, i.e., handheld, in a pocket, in a handbag and
on a trolley, walked normally inside the room to produce
sequential IMU data; meanwhile, an optical motion capture
system (Vicon) was deployed in this room to label the ground
truths of the IMU data, resulting in a high-precision full
pose reference with a location error around 0.01 meters and
orientation error around 0.1 degrees. Ultimately, the OxIOD
dataset contains 158 sequences of IMU data with the total
walking distance and recording time being 42.5 km and 14.72
h, respectively. In our experiments, since the IMU data in the
library dataset was collected in a handheld fashion, we only
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select the data corresponding to the handheld style in OxIOD
for use. In addition, by applying the sliding time window
operation on the Library dataset to the OxIOD dataset, the
IMU data in OxIOD is divided into the same length sequential
IMU data, which is used for learning the domain adaptation
model.

B. Experimental Setup

The detailed architecture of the proposed SeqIPS is illus-
trated in Fig. 4, depicting the network structure of each layer,
the sizes of input and output neurons, etc. Therein, the IMU
data with 3-axis accelerometer, gyroscope readings and the
RSS data from 22 APs were respectively inputted into the
domain adaptation network and the co-teaching network in
the experiments, so that the corresponding input neurons were
set as 6 and 22. The learning rate of the domain adaptation
network was invariant with the size of 0.001; for the co-
teaching network, the learning rates of the initial training
(Subsection V-B) and the fine-tuning training (Subsection V-D)
were initially set as 0.01 and 0.001, respectively, and then were
adjusted by the StepLR schedule method in PyTorch with the
parameters step size=10 and gamma=0.25 in the follow-up
iterations. Adam [59], a first-order gradient-based optimizer,
was used to train the proposed networks. The batch size was
set as 128. The total epochs of domain adaptation and co-
teaching networks were both 50. In particular, the dropout
with a rate of 0.5 was used to prevent overfitting. Prior to each
epoch, the sequential RSS data was corrupted with additional
Gaussian noises to enhance the robustness of the co-teaching
network, and the corresponding parameter σz was set as 5
dBm. After parameter adjustments, the losses LM and LS

played equally important roles in the training phase, so that
we maintained the parameters λ1 and λ2 to be both 0.5. The
value of N in the ratio function Γ (T ) was set as 15 (see
Eq. (14)).
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Fig. 4. The detailed architecture of the proposed network.

To verify the effectiveness of the proposed SeqIPS, two typ-
ical fingerprint-based localization methods, i.e., RADAR [29]
and Horus [30], and several deep learning based localization
methods, i.e., CNNLoc [48], LSTM [23], BiLSTM [23], CNN-
BiLSTM, WiDeep [46] and iToLoc [47] were implemented for
comparison. In particular, since CNNLoc and BiLSTM could
achieve accurate localization performance, a combination of
them, i.e., CNN-BiLSTM, was developed as a comparison
method for performance evaluation. Note that, although the
proposed SeqIPS fuses additional IMU data in offline training
to improve the accuracy of the localization model, it is still

a pure fingerprint localization system in essence. Hence, to
be fair, only the typical fingerprint-based localization methods
are utilized for comparison.

The pivotal parameters and concrete implementations of
these comparison methods are illustrated as follows. RADAR
computed the average value of the RSS data at each reference
point to generate a radio map. Horus constructed a Gaussian
distribution of the RSS data at each reference point as the fin-
gerprint metric. Therein, the grid size of reference points was
set as 1 m × 1 m. Regarding the other six deep learning based
methods, CNNLoc, LSTM, BiLSTM and WiDeep followed
the parameter settings and network architectures reported in
the corresponding literature; CNN-BiLSTM was designed by
including a two-layer convolutional neural network (CNN)
with the neurons of [400, 200] and a two-layer BiLSTM
network with the neurons of [200, 200], where the convolution
kernel size and stride of CNN were set as 5 and 1, respectively;
the iToloc was implemented by only including the robust
localization module, but excluding the model update module,
because the environmental changes are not the focus of this
work.
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Fig. 5. The loss variation of the localization model with the increase of epoch
when training.

The experiments were conducted on a Laptop with an AMD
Ryzen 7 4800H CPU and an NVIDIA GeForce RTX 2060
GPU. These deep learning based methods were implemented
using the PyTorch framework, and RADAR and Horus were
realized in Matlab. In order to avoid the randomness of
parameter initialization of these deep learning based methods,
we run such methods by ten times and showed their average
results in performance evaluation.

C. Evaluation of Convergence of the Localization Model

In this subsection, the convergence of the localization
model, i.e., the co-teaching network in SeqIPS, is evaluated.
As shown in Fig. 5, with the increase of epoch, the Network1
and Network2 in the localization model produce similar loss
values and gradually converge when the epoch reaches 25 and
15, respectively, in initial network training and network fine-
tuning. It can be concluded that the training of the localization
model is effective and convergent, and the convergence of each
network is consistent. Note that, since the fine-tuning utilizes
the remainder of large-noise training samples, the loss value
is larger than that of the initial training.
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Fig. 6. Comparison of average localization errors produced by the proposed
SeqIPS with different lengths of sequential RSS data.

D. Impact of the Length of Sequential RSS Data

To explore the impact of the length of sequential RSS data,
i.e., l, on localization accuracy, we have l taking values from
3, 5, 7, 9, 11 and 13 for evaluation. The localization errors
produced by the proposed SeqIPS with respect to different
values of l are shown in Fig. 6. As can be seen, in Fig. 6(a), the
average localization error gradually decreases with the increase
of l, and the minimum localization error occurs when l is
up to 9; afterwards, the localization error gradually increases
when l is more than 9. Accordingly, Fig. 6(b) also achieves
the best localization performance when l = 9. Therefore, we
have l = 9 in the following experiments.

E. Evaluation of the Noise Ratio ρ

In the SeqIPS, the noise ratio, i.e., ρ, is extremely im-
portant for training the co-teaching network, and affects the
localization accuracy. Therefore, an experiment is conducted
to train the proposed SeqIPS with ρ rising from 0.1 to 0.9
with an interval of 0.1, and the average localization errors are
illustrated in Fig. 7. As can be seen, with the increase of ρ,
the average localization error in Fig.7(a) reduces gradually,
reaches the minimum value less than 3.3 m when ρ = 0.5,
and rises up when ρ > 0.5. It can be concluded that, if ρ
is too large, the co-teaching model suffers from the limited
representation capability due to insufficient training samples,
and conversely, if ρ is too small, the samples with large label
noises participate in the training, degrading the co-teaching
model accuracy; as a result, the prediction capability of the
fine-tuned model is lowered. Likewise, the best localization
result is produced in Fig. 7(b) when ρ = 0.5. Hence, we set
ρ = 0.5 in our experiments.

TABLE II
COMPARISON OF LOCALIZATION RESULTS PRODUCED BY THE PROPOSED

SEQIPS IN FOUR DIFFERENT MODALITIES.

Modality Mean (m) Median (m) STD (m)
Without IMU and fine-tuning 3.64 3.02 2.55

Without IMU 3.46 2.89 2.40
Without fine-tuning 3.54 2.91 2.54

With IMU and fine-tuning 3.29 2.78 2.24
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Fig. 7. Comparison of the localization errors produced by the proposed
SeqIPS with respect to different noise ratios.

F. Effectiveness of IMU Information and Fine-tuning

In this subsection, the effectiveness of IMU information
(i.e., the spatial penalty loss) and fine-tuning in the proposed
SeqIPS is evaluated. The localization results produced by
SeqIPS in four different modalities, i.e., “With IMU and fine-
tuning”, “Without IMU”, “Without fine-tuning” and “Without
IMU and fine-tuning” are plotted in Table II. It can be
found that, SeqIPS with “With IMU and fine-tuning” modality
produces evidently better localization performance with an
average localization error (termed “Mean”) of 3.29 m, a
median localization error (termed “Median”) of 2.78 m and a
standard deviation (termed “STD”) of 2.24 m than other three
modalities, that of “Without IMU and fine-tuning” modality
derives the worst localization accuracy with the Mean of
3.64 m, the Median of 3.02 m and the STD of 2.55 m;
however, “Without IMU” and “Without fine-tuning” modalities
achieve the localization performance between “With IMU and
fine-tuning” and “Without IMU and fine-tuning”. We can
conclude that IMU information and fine-tuning are beneficial
for improving localization performance to varying degrees.

TABLE III
COMPARISON OF LOCALIZATION ACCURACY PRODUCED BY THE

PROPOSED SEQIPS WITH THE DIFFERENT VALUE OF δ.

δ 0.05 0.15 0.25 0.35 0.45
Average Localization Error (m) 3.42 3.42 3.29 3.37 3.43

G. Evaluation of Distance Threshold δ

In order to the influence of the distance threshold δ on
localization accuracy, we take the value of δ as 0.05, 0.15,
0.25, 0.35, and 0.45 for evaluation. The average localization
errors produced by SeqIPS with different δ are listed in Table
III. As can be seen, the best localization performance is derived
when δ = 0.25. Therefore, we set δ = 0.25 in the subsequent
performance comparison.

H. Comparison of Different Methods

1) Comparison of localization performance: First of all,
the cumulative distribution function (CDF) of the localization
errors produced by different methods is plotted in Fig. 8. As
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TABLE IV
COMPARISON OF LOCALIZATION ERRORS PRODUCED BY DIFFERENT METHODS WITH RESPECT TO 10 RUNNINGS

Method Localization Error (m)
NO.1 NO.2 NO.3 NO.4 NO.5 NO.6 NO.7 NO.8 NO.9 NO.10 Average

RADAR [29] 5.17 5.17
Horus [30] 4.84 4.84

CNNLoc [48] 4.94 4.82 4.79 4.61 4.74 4.50 4.77 4.76 4.65 4.58 4.72
LSTM [23] 4.95 4.92 4.93 4.82 4.97 4.73 5.08 4.93 4.96 5.06 4.94

BiLSTM [23] 4.70 4.32 4.37 4.54 4.29 4.39 4.47 4.58 4.70 4.43 4.48
CNN-BiLSTM 4.10 4.19 4.04 4.22 4.13 4.02 4.23 4.08 4.32 3.98 4.13
WiDeep [46] 5.48 5.50 5.47 5.49 5.48 5.50 5.49 5.50 5.50 5.48 5.49
iToLoc [47] 4.52 4.52 4.48 4.49 4.48 4.47 4.54 4.49 4.57 4.52 4.51

SeqIPS 3.41 3.35 3.38 3.35 3.35 3.38 3.29 3.38 3.38 3.38 3.37

can be seen, the proposed SeqIPS evidently engenders better
localization performance than the other eight methods.

Then, the localization errors produced by different methods
with respect to 10 runnings are shown in Fig. 10, and the
detailed localization errors and the total average values are
illustrated in Table IV. (Note that, since the parameters of
RADAR and Horus are not stochastic, only once localization
result is provided for comparison.) It can be found that,
the proposed SeqIPS always produces the best localization
performance in each running with a stable localization error
around 3.3 m, but other methods incur worse localization ac-
curacy than SeqIPS. Specifically, WiDeep produces the worst
localization accuracy of 5.49 m; RADAR and Horus achieve
localization accuracy of 5.17 m and 4.84 m, respectively;
for the other deep learning based methods, CNNLoc, LSTM,
BiLSTM and iToLoc derive the average localization errors
fluctuating around 4.7 m, 4.9 m, 4.5 m and 4.5 m respectively,
and in particular, CNN-BiLSTM realizes better localization
accuracy fluctuating around 4.1 m than the other four methods.
To sum up, in comparison with the typical fingerprint-based
IPS, i.e., RADAR and Horus, the proposed method, i.e.,
SeqIPS, is able to improve the average localization accuracy
by 34.8% and 30.4%, respectively; that of other deep learning
based methods, SeqIPS can improve the localization accuracy
by 18.4% at least. Note that, the main reason that WiDeep
produces the worst localization performance lies in that the
prediction ability of WiDeep is obviously insufficient due to
a severe shortage of training data at each reference point.
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Fig. 8. Comparison of localization errors produced by different methods.
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Fig. 10. Comparison of average localization errors produced by different
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2) Comparison of localization efficiency: The average lo-
calization time, i.e., the average time between sending one
location request and returning its location estimate, with
respect to different methods is plotted in Fig. 9. As can be
seen, most methods spend an average localization time below 1
ms except the WiDeep method. Specifically, SeqIPS maintains
the average localization time at the sub-millisecond level, i.e.,
0.1134 ms, which is close to the most typical fingerprint-
based IPS; however, LSTM and BiLSTM achieve the highest
localization efficiency time with an average localization time
below 1 µs due to their simple network structures; in partic-
ular, WiDeep spends the most time to return once location
result since it requires to input real-time RSS data to many
deep learning models (i.e., one model for every AP at each
reference point) for online localization.

In summary, the experiments confirm the effectiveness of
the proposed SeqIPS, in the sense that SeqIPS dramatically
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improves the localization accuracy of fingerprint-based local-
ization, and the comparison among seven different methods
validates the superiority and robustness of the proposed Se-
qIPS.

VII. CONCLUSION

In this paper, we proposed a deep learning based IPS,
termed SeqIPS, that constructs an accurate localization model
by exploiting crowdsourced sequential RSS and IMU data.
To be specific, a co-teaching network was developed to ef-
fectively extract spatio-temporal features from sequential RSS
data and meanwhile alleviate the influence of label noises.
Meanwhile, a novel loss function was defined to incorporate
extra crowdsourced IMU data to impose spatial penalties, so as
to further refine the localization model. In addition, a domain
adaptation module based on GAN was included to efficiently
label crowdsourced IMU data. Extensive experiments were
conducted, and a thorough comparison revealed that the pro-
posed SeqIPS outperforms the other popular methods in the
literature in terms of both localization accuracy and robustness.

In the future, we plan to improve the quality of crowd-
sourced fingerprints (i.e., improving the accuracy of location
labels) with the help of additional information, e.g., the
floor plan of a target space, further explore more appropriate
schemes to mitigate the influence of label noises on the model
training phase, as well as achieve the large-scale application
and deployment of the proposed IPS.
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