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Abstract— In this paper, we investigate the performance of a
wireless relay network with multiple transmission sessios, in
which multiple groups of source nodes communicate with thei
respective destination nodes via a shared wireless relay weork.
A multiple transmission session model with network code digion
multiplexing (NCDM) scheme is proposed to remove the inter-
session interference at each destination. The fundamentalea of
the NCDM scheme takes advantage of the property o6& 0 H” =
0 of the low-density generator matrix (LDGM) codes. Based on
the analysis of the NCDM scheme, we investigate the relatiship
among the equivalent received signal vector, the number of
sessions and the column weight of the generator matrix. New
code design criteria for the construction of the generator matrix
is proposed. We further evaluate the multiple transmissiorsession
model with the proposed NCDM scheme in terms of throughput
and complexity. Our evaluation demonstrates that the propsed
scheme not only has a linear computational complexity, but
also shows a similar error performance in the AWGN case
and a considerable throughput improvement compared with is
counterpart, which is referred to as a serial session scheme
where groups of source nodes communicate with their respege
destinations in a time division manner.

Index Terms— Distributed network coding, low density gener-
ator matrix codes, parallel session model, network code dision
multiplexing, code design criteria.

|. INTRODUCTION

space-time codes [4] and distributed low-density parftgeak
(LDPC) codes [5]. In the above distributed coding schemes,
the transmission reliability over point-to-point wiretesom-
munication channels has been efficiently improved.

The distributed coding schemes discussed above [1]-[5] are
developed for small-scale unicast relay networks, in which
messages are sent from a single source to a single destinatio
through single/multi-hop relay nodes. In large-scale less
sensor networks (WSNSs), a large number of sensor nodes are
often deployed to gather information from the surrounding
environment. The information gathered from these sensor
nodes, which are referred to as source nodes, are delivered
then to a common destination through other sensor nodes,
serving as relay nodes. As the source and the relay nodes are
in different spatial locations, their signals can be corabin
at the destination node to achieve spatial diversity. Gledr
a destination node receives replicas of the transmittedasig
via multiple relay nodes, its signal will have higher sphcia
diversity and better performance [6].

Despite the potential benefits of relay nodes, they may
consume considerable amounts of radio spectrum and energy,
and cause further spectrum congestion and interference if
not used properly. Therefore, for dense large-scale vasele
networks, we need a novel approach to reduce bandwidth

Distributed coding is a special channel coding strategynsumption of relay nodes while harnessing their benefits.
developed for cooperative communication networks [1], [2] A novel approach that minimizes the bandwidth consump-
It has also been applied in the design of conventional cHanitien is network coding (NC) [7]. Network coding is intro-

codes, forming such as distributed turbo codes [3], disteith
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duced as a generalization of routing. In routing, the relay
nodes simply store and forward the received packets to the
destination. In the NC scheme, the relay nodes are allowed to
encode the packets received from multiple source nodes and
send the encoded packets instead. Coding operations enable
the relay nodes to compress the information, and whenever
possible, to reduce the number of transmissions and band-
width consumption. Prior work shows that network coding
can achieve the multi-cast network capacity by making linea
combinations of packets they received [7]-[9]. The idea 6f N
can be easily extended to wireless networks. A considerable
amount of research that has been dedicated to exploiting NC
on cooperative communication networks have been done, some
of them focus on the research at the physical layer [2], [10]-
[13], while others are for the network layer [14]—[16]. Tliea

of NC can be further applied to WSNs , where multiple source
nodes communicate with a common destination through multi-
hop relay nodes [17]. In [18], extrinsic information tragsf
(EXIT) charts are employed to design the irregular low-dtgns
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generator matrix (LDGM) codes [19] based on a single sessiorodel, however, transmission in separate relay periods may
model. By asingle session, we refer to a group of source nodesesult in a lower throughput or more spectrum consumption,
transmitting to a common destination node, whifeltiple compared to the transmission of all signals from multiple
sessions refer to multiple groups of source nodes transmittingessions in one relay period.
to multiple respective destination nodes. To mitigate interference while maximizing the spectrum
In this paper, for the applications where at each destinatiefficiency, we propose to combine data from different sessio
node, only the information from its own session is requireth form a network code, and forward such coded signals
we propose to design novel network coding schemes fior the destinations, within one single relay period. In con-
wireless networks. In wireless networks, multiple relays atrast to theserial sesson model, we refer to our proposed
shared among multiple sessions. We assume that at eacheme as parallel session model. The combined operation
destination node, the information from other sessions ate rof data from different sessions iparallel sesson model
allowed to be decoded due to the security reasons. Tl cause inter-session interference at the destinati@ys
assumption is realistic in the application scenario in $marsing the proposed NCDM scheme at the destination nodes
meter networks, where multiple sensors, measuring wadsr, @y orthogonalizing the equivalent sub-channels of diffiere
and energy consumptions, communicate with multiple wtilitsessions, inter-session interference among multipleiosess
control centers [20]. The information from various utési, will be minimized. Furthermore, we will maximize the coding
such as for water, gas and energy consumptions, cannotgaén of these network codes, by optimizing the network code
shared. The bandwidth consumption will be reduced by shampology. Please note that the NCDM scheme is different
ing dedicated relay stations among various sessions anséhefrom the interference alignment approach given in [24]3[26
of novel network coding mechanisms, referred to as networke key idea of the interference alignment is to construct
code division multiplexing (NCDM). The NCDM scheme camprecoding vectors at the transmitters, and concentrate the
provide security protection on physical layer. Traditityyahe interference into a partial signal space while the desired
research of the security techniques are focused on the ksignal becomes free of interference at each receiver [26. T
based enciphering technique on upper layers [21]. HowaverNCDM scheme does not use a precoding operation at the
wireless network, it requires a large number of computationtransmitters, it only deals with the inter-session intefee at
resources to deal with the encryption key. We consider ttiee destinations. The NCDM scheme is also different from the
security protection problem from the physical layer [22hc¢@ aligned interference neutralization schemes, which ip@sed
the physical layer security techniques can operate esdigntiin [27] for the relay-aided networks. In the aligned inteefece
independently from the upper layers, the NCDM scheme caeutralization scheme, for the design of the beamforming
be used to enhance the security of the data transmissionvectors, the channel state information (CSI) must be known
common set of relays, as opposed to separate relay nodedoth the transmitters and the receivers or at the receiver
for each session, can save spectrum, energy, communica#dso, it requires full connection between the source and the
infrastructure and bring additional spatial diversityelignals relay nodes, and between the relay and the destination nodes
from multiple sessions will be mixed in a controlled mannéhile for the NCDM scheme, the CSI is only required at the
at the relay nodes to cooperatively produce a distributeelceivers. The situations that no full connection existsvben
network code. As inter-session interference is introduiced the source and the relay nodes, and between the relay and the
the cooperative process [23], novel network codes, with destination nodes are also considered in the NCDM scheme.
special algebraic structure, enabling interference rethat In this paper, we investigate the impact of the number of
the destinations and high coding gains, will be designeskssions on bit error rate (BER) performance, and examée th
Transmission of each session will be assisted by all relaggso scalability of the proposed NCDM scheme when the number
resulting in a maximum spatial diversity. of nodes increases. In the analysis of the proposed NCDM
Particularly, the signal processing methods at the relagsocess, we focus on the relationship among the information
dominate the overall system performance. On the one haadd the noise parts of the equivalent received signal vector
if all relays belonging to different transmission sessi@ns the number of sessions and the column weight of the formed
cooperative with each other, a maximum spatial diversityenerator matrix. We analyze the reasons which cause the
can be potentially achieved. On the other hand, inter-sessdegradation of the BER performance of tharallel session
interference is minimized if signals, belonging to difiere model during the NCDM process and investigate possible
sessions, are transmitted from relays in an orthogonal sranrapproaches to solving these problems. The theoreticaysinal
A usual way to remove interference is dividing the relais followed by the derivation of the code design criteria to
transmission time inta. relay periods, corresponding tb guide the selection of source nodes at each relay node. By
sessions in a wireless relay network. One relay period aehtaimplementing the proposed code design criteria, a desodd ¢
N time slots, whereV is the number of relays in the network.performance can be achieved. It is shown that the proposed
All relays process and transmit data for tiih session in a NCDM scheme has a linear computational complexityNof
relay periodi (i = 1,---, L). In this way, data from different and L, and a similar error performance asegial session sce-
sessions are separated by time division multiplexing aatkth nario, while achieving a considerable throughput improgem
will be no interference in the transmitted signals from ripldt compared with theserial session model.
sessions. For convenience, in the following, we refer to the The remainder of the paper is organized as follows. Sec-
above described model as sarial session model. In this tion Il presents the system model and briefly introduces the
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NCDM scheme and the distributed LDGM codes from theodeD;, as an example to illustrate the data delivery process.

system point of view. Section Il introduces the proposetihe system diagram is shown in Fig. 2.

NCDM scheme for theparallel sesson model. Sectontv.
analyzes the relationship among the equivalent receigthbi Broadeast Thdll,{ Append header, Hamdcas‘.ommy, C
vector, the number of sessions and the column weight of the phase | | insession CRC code destination nodes

generator matrix. On the basis of the analytical resultseco
design criteria are derived for thparallel session model.
Section V evaluates the performance of the NCDM schemep
in terms of the BER, throughput and complexity. Finally, the
conclusions are drawn in Section VI.

-

Store the correctly Decode data Select a number d, The j'th
decoded data packets with probability Q,, relay node

Select d, data Perform network Append header, Broadcast to
packets from buffer coding CRC code destination nodes

N ——— /T /)
m, Decode data Perform the Form graph-based Destination e
| | SY STEM M ODEL | packets NCDM scheme codes node D;
L

We consider a wireless network containirdg transmis-
sion sessions, shown in Fig. 1. In each session, a group
source nodes communicate with their common destination .
node through a group of relay nodes. We yseo denote the ~ * Broadcast pha_lse In this phase, all the source nodes
ith session and assume that has S; source nodes, where broadcast their data packets to all the relay and the

F(i?f 2. The data delivery processing procedure.

i € {1,2,---,L}. In total, there areM = ZiLzl S, source desf[inations_. Each data packet is (_:omposed of three parts:
nodes in thel. sessions. Denote the destination node of session @n information data part, a Cyclic Redundancy Check

©; by D;. We assume that the network consistsfrelay (CRC) part aqd a headqr. The indices of the source nodes

nodes which are shared among &llsessions. Thegth relay and the session to which the source node belongs are
node is denoted by;, j € {1,2,--- ,N}. contained in the header. The information data parts of
all data packets have the same length, as well as the

N relay nodes CRC parts and the headers. In case the length of the

information data part of one source node is shorter, we
just add “0” to the end of the data to make it the same
length as that in other source nodes. The performance will
not be affected by this operation. A certain MAC layer
protocol, e.g., Time-Division Multiple Access (TDMA),
. Carrier Sense Multiple Access (CSMA), or Orthogo-
| destination nal Frequency-Division Multiple Access (OFDMA) [28],
nodes [29], is assumed to be employed. This ensures that the
source node transmissions do not cause interference to
each other. The transmitted data packet from each source
node in sessiory; is a vector of size/ x 1. Thus, the
data packets from sessign form a data matrixm; with
o i o - siz_ef x S;. We consider.both a_dditive white Gaussian
aroups network | Destinations noise (AWGN) and Rayleigh fading channels. We model
channel coefficienty; as a zero-mean, circularly sym-
Fig. 1. A network graph used to describe the system model. metric complex Gaussian random variable with a unit
variance. In this work, we assume binary phase shift
As it is described in Section I, the model where groups  keying (BPSK) modulation for all the transmitted data.
of source nodes in different sessions communicate wittr thei Relay phase In this phase, each relay node first selects a
respective destinations is referred to asf@al session model. numberd,. with! probability Q; according to the degree
In the serial session model, transmission in separate relay  djstribution Q(z) = S Qg z%. Then each relay node
periods may result in a lower throughput or more spectrum |istens to the transmission from the source nodes, decodes

consumption, compared to the transmission of all signals fr the received data packets from the source nodes, checks
multiple sessions in one relay period. To mitigate interfee

while maximizing the spectrum efficiency, we propose to !After applying the network code design criteria, which iogwsed in
combine data from different sessions to form a network codgection IV-D, a set of column weights for the generator mratienoted by

. S s d-}, can be obtained. In our work, we only considey = 1. Thus, the
and forward such coded signals to the destinations, with@ 0gg, {d} only contains one valugj,. The indices of the selected, data

single relay period. We refer to this model agamallel session  corresponding to thel,. positions of non-zero elements in a column of the
model. generator matrix. If irregular LDGM code is considered, reaolumn of the
. _— generator matrix will has different column weight. Thefy, data will be
For theparaIIeI session model, the data transmission fromselected at each relay node with probabilfty; , where0 < Qg < 1

the source nodes to their destination nodes is carried outaie 3" Q,, = 1. The network coding operation at relay nodes is similar to
two phases: a broadcast phase and a re|ay phase. We takdafisiem linear network coding but with some constraints, iee network
. . . coding operation must satisfy the parameters setting oEB@®M codes, for
operations of the Source_ nodes in Sessnn the broadC.aSt.example, the selection of column weight of the generatorimslould follow

phase, thgth relay node in the relay phase, and the destinati@i# code design criteria.

M source
nodes in L 4
sessions
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the correctness of the decoded packets by using CRC artus, 3 is of size 1 x (M + N). The parametem; =

puts the correctly decoded packets into its buffer. Sin¢e; 1,72, -+ ,n; m+n] iS the additive white Gaussian noise
each relay node only performs hard decision decodimgth a zero mean and a double sided power spectral density
and CRC check, the decoding process is very fast anflVy/2. Next, each destination node implements the NCDM
the delay due to the decoding at each relay node candmheme to remove the interference from the source nodes of
neglected. After that, each relay node selects uniformbther sessions. After using the NCDM scheme, each destina-
at random a number af. data packets from its buffer to tion node only receives the data packets from the sourcesnode
perform network coding by using linear combinations off its own session. The particular description of the NCDM
the packets in the field of GF(2) [30]. Since the numiher scheme will be given in Section Ill.

is much smaller than the total number of source nodes inNote that since all the connection information are conthine
the transmission sessions, i.6,, < M, the probability in the header of each data packet, the destination nodes know
of the case that the number of data packets in a relapw the network coded data packets are formed at the relay
node’s buffer is smaller thad, is negligibly small and nodes and can correspondingly replicate the code graph and
we can always assume that the network coding processform message-passing decoding.

is achievable. In case the number of data packets in

the buffer of a relay node is less thahp, then all data Vser Vs Vs Vsonr Vs

packets in the buffer will be selected for network coding.
Then at each relay node, a network-coded data packet is
formed. The connection information of the source and the
relay nodes is contained in the header of each network-
coded data packet. The number of selected source nodes
is relatively small to reflect the fact of low density for
the formed generator matrix. The length of the header in

) . . Fig. 3. The bipartit h.
each data packet is much shorter than the information dat¥ @ bipartite grap

part, therefore, the throughput loss due to the header camh; a5ch destination node, after implementing the NCDM

be neglected. All the network-coded data packets haygheme, a regular systematic LDGM code is obtained by
the same lengthi. Finally, all the relay nodes broadcastompining the broadcast information data packets from the
the_lr network-coded data packets to the destination nod§$ 5qcast phase and the corresponding network-coded data
using a TDMA, CSMA or OFDMA MAC layer protocol. p4ckets from the relay phase, as shown in Fig. 3. The LDGM
At the destination nodes, data packets received from thede formed at theth destination nodeD; consists ofS;
source and the relay nodes in the broadcast and relay phasgstematic symbold/; i’ € {1,2,---,S5;}, corresponding
respectively, are organized into a data matrix of size to the S; source nodes fromp;, and N coded symbols,
(M + N). We consider a quasi-static Rayleigh fading channelorresponding to theV relay nodes{Cx} are the check
Without loss of generality, we consider thigh row of the nodes associated with the syndromes. The decoding can be
received data matrix. At the destination naflg the received implemented by the Belief Propagation (BP) algorithm [31]
signal can be expressed as = a; ® VE,(J — 28) + n;, based on the soft information of the received data packets.
wherer; is a row vector of sizel x (M + N). «; is the
fading coefficient vector of sizé x (M + N). The fading l1l. THE NCDM SCHEME
coefficients remain constant over the length of one datagiack In this section, we introduce the NCDM scheme for the

but change independently between adjacent packets. Trms,ﬂ]ﬁ’tr';] lselesssﬁ]()i?\tg:?e?gkc\évgfgagﬁ%ebs?inl;i%)% t‘?h(r-:'eggxgalthe
can assume perfect CS| at the destination NOBE®PreseNts e, hehind the process takes advantage of the property of
the element-wise multiplication of the vector. For examples -, H7 — 0. Here G and H are the generator matrix and
there are two vectora = [a1,---,a4,---,an] andb = the parity check matrix of the LDGM codes, respectively.
(b1, b, ,by],a®b = [ab1,- -+ ,a;b;, -+ ,anby]. E, HT represents the transpose of the makfix Throughout the

is the average transmitted energy per Bifs a1 x (M + N) paper,we denote the LDGM generator matrix seen fromitthe

vector with all elements equal to The binary sequenggis a destination nodé); by G; and the corresponding parity check
matrix by H;. In order to remove the inter-session interference,
random row of the data matrixn; - - - m; - - - m|®G;, where

ety ) ) G; can be split intolL, separate parts, so that

© represents the multiplication operation over the field of .

GF(2).[m; ---m,;---my] represents the information matrix G =|@GH" (@)’ (Gf)T] 7 1)

of the L sessions of sizé x M. G, is? the corresponding

LDGM generator matrix seen from; of size M x (M 4+ N). whereG; is of sizeM x (M + N). G! is thetth submatrix of
G, of sizeS; x (M+N),t € {1,2,---,L}. Sy is the number

2In this paper, we consider a general situation that due toctrennel Of source nodes in thah session. )
difference between the relay and the destination nodesge stestination SinceG; is a systematic matrix, it can be written as
nodes may not receive all transmissions from the relay nadekis case, the

generator matrices observed by the destination nodes nuiffeeent. Thus, G; = [In Py, 2

we useG; to represent the generator matrix seen from dtte destination h I A x M id . X P, i
node D;. The situation that all destination nodes observe the samergtor WNere I, represents anlf x identity matrix. P; I1s an

matrices is only a special case in our work. M x N parity part matrix.
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The parity part matriXP; is given by of all the non-zero elements in thgh column of (H%)T
. . T Note that (11) cannot be calculated properly, because
P; = {(P}) o (PH) (PZ-L) ] ) (3) is the fading coefficient vector and; is a noise vector,

while (H?)T is a binary matrix, and the multiplication of
whereP; is anS; x N parity part matrix ofG{. The parity- them is implemented over the complex field. To tackle this
check matrixH; corresponding to the generator mat®; proplem, in [33] we employed a soft processing algorithm at
IS the destination nodes to process the soft value of the redeiv
. o La, gAtht OAIMBt gAth symbols. The soft processing algorithm is as follows:
H; = |Oixa; UBexs, B Bix “) For a binary random variabl& € {+1}, its LLR is defined
Onxac  (Pi)" Owxm  In as ((X) = log (7?%:*32‘. Subsequently, the LLR for a
whereAd, = 30, Sy, (2<t < L)andA, =0,whent = 1. transmitted symbolz;, at the destination node is given by
Bi=Y"0_,. Sy, 1<t<L-1)andB, =0,whent=L. ¢, = ‘“‘]’;72’“&’ wherea; ;. is the fading coefficient, which

(P;;)T is the transpose of the matrRR! [32]. is assumed to be known at the receiver,is the received
Similarly, the 1st and theLth parity check matrices corre-symbol corresponding to the transmitted symbgl

sponding toG} and G/ are respectively given by Once the LLR values are obtained for all the transmitted
) Onr-sixs,  Tuosy)  Or_sixn symbols, we then need to find Fhe corresponding inpu.t LLR
H; ®H" O (11—5y) In » () values for each check node. This can be done bmiuItlpIymg

3 Torsy) O syxs, O s,)xn the LLR values with each column of the matri¥i?) - The
H; pLyTL I -(6) obtained vectors of the LLR values after the multiplication

Onx(M-51) (P?7) N

are then the LLR values of the input symbols for the check
nodes. Let be the output symbol of thgth check node. Then
2= ®Y ,cu, Tk, Whered represents the addition operation
over the field of GF(2). The output LLR values of each check

node can be computed y; = 2 tanh~* Hicw, tanh(%’“) .
Ji» is the i'th element ofJ. 3, is the i'th element of

G,
B, andB = [mi my] © [Gf]' When (69 diew, Ji,) _

A. The NCDM Scheme for a Parallel Session Model with Two
Sessions

When L = 2, we can express the generator matdx seen
from the D;, ¢ € {1,2}, as

G/ Is, 05, %9, P!
G, = il =lo I p2| (7) ¢ bi o
i S x5 S i 2(@21'/@1/]- Bi/) # 0 for arbitrary j, j € {1,2,--- ,M +
where parity part matriceP! and P? are of sizesS; x N IV — S}, we can construct a coefficient;, and o) is of
and S, x N, respectively. sizel x (M + N — S3). LetJOél_g- be thejth element ofa,
“The parity check matrices o} and G? are respectively gngq/ . — Lvew; iy 720y) . Then (11) can be
given by Y (0 ver, Jv)-2(9 Siew, Br)
written as
o o= |Qesyxs Dvesi Oarosyxn| gy o , o .
' P3) Onx(M—sy) In ’ ri (HY) = a,9VE (J © (HY) —2mi]o Gl)
Iv-s Om—s5)xs;  Or—sy)xN 2\ T
HZ = 2 ( 2) X S ( 2) (9 + H . 12
' |:0N><(Mfsg) (PHT In ©) n (Hy) (12)

The generator matrix after using the NCDM scheme at When (69 Zileg,]. Ji’) -2 (EB Zi,eq,j ﬁi/) = 0, it will
the destination nod®; is named as the equivalent generatazause the problem of performance degradation. We will an-
matrix, denoted byG;. The equivalent generator matrix seemlyze this case in Section IV.

from D; for the sessionp; wheni = 1, is then From (12) we can see that by using the NCDM scheme,
_ G! destination node); (and following a similar procedure, also
G = G oMH) = {G%} ol: N D,) only receives data from its own session. However, for the
. ! parallel session model with more than two sessions, directly
= [ Ls, P; ] . (10) multiplying generator matrix by the transpose of its subirat
Os,xs1 Osyxn parity check matrix will lead to the interference calcuati

Let [my mo] represent an arbitrary row of the data matrirocess stop. Therefore, the NCDM scheme proposed for
[m; my]. At the destination nod®;, the equivalent received the parallel sesson model with two sessions cannot be used
vector after using the NCDM scheme is directly in the parallel sesson model with more than two

1 or sessions. Next, we will introduce an effective method topada
D} (Hi) the NCDM scheme to thearallel session model with more

r (Hf)T _ {al @ VE (J — 2[m1 ma2] ® {g%

ny (HE)Y, (11) than two sessions to minimize the inter-session interfaren

where(H?)” is the transpose of the parity check maff{. B. The NCDM Scheme for a Parallel Session Model with More
a is the fading coefficient vector of sizex (M + N). J is  than Two Sessions

a row vector of sizel x (M + N) with all one elements.  To obtain sessionp;’s information at the destinatio;,
U, represents the set formed by the indices of positionse {1,2,---,L}, the interference introduced from other



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation infor|
10.1109/TWC.2015.2442581, IEEE Transactions on Wireless Communications

sessions tgp; needs to be eliminated. This can be done by

(1L o))

multiplying the generator matriG; by (H;?)T. Using the

property thatG! o (H)T =0, vt € {1,2,---,L}\i, the .

interference from other sessions can be removed. However, @(Hf)

different from the case with only two sessions, the parity

check matrix(H!)” is also presented to other submatrices [Os1xs1 Osyxar—sy)  Osyxn

of GJ,j € {1,2,---,L}\t, as an undesirable by-product. Osyxs1 Gigs4ny-nm)  Gipy

For example whem = 1, after carrying out the first session :

Gls mterference cancelation process, the successive ggsoce — ' . N

of G2 o (ZHQ )T is not equal to zero due to the Os.xs1 Gigs4n-m Giw

contnbutlon of H1 As a result, the interference from the :

second sessmns mformatlon cannot be eliminated and the L I
_OSLXSI Gi[(Sl+1)~>IVI] Gi@ 1

interference cancelation process stops. To solve thislgmgb

T\ !
in this paper, we deliberately introduce a te( H}) ) ,
—1

approximately

(15)

N7\ !
© 11 ®)" © ((Ht) )
T t,te{2, - ,L—1}\i
so that the product af1})” and QW(H})
equals to an identity matrif. The interference cancelation

T
@(Hf) .
process continues untip;’s information atD; is obtained.

~\T
(H‘;) is a matrix obtained by setting the linear dependent (15) shows how to keep théh sessiony;’s information

rows in (HH)T to zeros and keeping other rows unchange nd remove other sessions’ information simultaneouslg Th
i pIng 9 guivalent generator matrix corresponds to itiesessiony;

ﬁ‘; and its inverse matrix are respectively expressed afier using the NCDM scheme #;, can be expressed as
follows: . _
- i
L4, Oa,xB; Oa,xn G = {OST‘XAT‘ Is; Os.x(Bi-su) G}M}
(f{t.) — [9sixar Osixn, Osyxn (13) = [0s,xa; Is; Og,x(B—s,) Pi].  (16)
: 0B, x4, Ip, Op,xn |’
Onxa, OnxB, Iy Let P, represent the term of
—1
o7\ ! La, Oaixs: 0Oa;xB;, Oa,xn T ~\T INT
((Hﬁ) ) = I:OBtXAt 0B,xs, Is,  Opyxn| (14) [Teteqro paps (H) © (HZ) ©  (H})
Ovxa: Onxsi  Onxp  In In a matrix form,®, can be expressed as
In the following, we denote b)U ] and Ujy, the first [ Os, x4, 0s, x5, 05, %(B;—5y) P! ]
Y and the lastY” columns of a matrixU, respectively. Let . .
Uly, v, represent a part of the matrikd from the Yith : : I
column to theYsth column. When # L, a detailed description 0s; 1x4; Os,_yxs; Os;_yxB;-s;) Pi
of the process to removg,'s interference is shown in the first _ | Osixa; Is, 0s,x(B,—51) OSi_x{\f (17)
part of the right hand side of (15). Since the fifstcolumns of 0s,11x4, 0s,.,xs, Os, i x(B;-57) Pt
G, are zeros, excluding the first identity submaifiix, within . . . _
the processGt_ © P} can be successfully eliminated when : : : |
1 1 1 05, x4, 05, xs; 05, x(B;—S1) P;
tef{2,-- L}\z P; is the parity part matrix ofz;, andP; ONwn Onxs Onrin s In
is of sizeS1 x N. - ' ! X (Bim5) §
N——

Gl

Q
I

Gt

GL

o my"

I1

o (1)

© :(Hz*)T

©
t,te{2,--

()

o ((ﬁ)T)1>

(M—Sp,) columns N columns

where for the firstM — S;, columns, all the elements are
equal to zero except an identity submaftix of sizeS; x S,
see (17). For the las¥ columns of®;, the firstZ submatrices
correspond to the parity part matrices®f, t € {1,---, L}\q,
which are given by (1). The lasiV rows form an identity
matrix, as shown in (17).

Let [m; m; my | represent an arbitrary row

SN of the data matrixm; m; - my]. At destina-
. At tion node D;, after the NCDM scheme We can obtain the
G(Hf) equivalent received signal as
[0s, xs; 0231><(A175‘1) , OslxlN , T r;®;
Osyxs1 Gigs+1y-m) Gigg © Pi + Gipyy = [ai @ VEs (3 — 2[ma mi my] © Gi)] ®;
: : : +n; P, (18)
= 0s,xs Gf G?—@P}-l—GE . . - .
X S1 [(S14+1)—M] i1 Ll whereq; is the fading coefficient of sizé x (M + N).
Jiv is thei’th element of]. 3; is thei'th element of3, and
105, x5, Gligs,11)-m) GL 7O P1 + GLN] B =[mi m; mi] © G;. ¥, represents the set
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formed by the indices of positions of all the non-zero eleteerwhereq; ; is the kth element ofer}, o, = 1 for the AWGN

in the jth column of®;. channel([m;] ©G?), represents théth element ofm;| © G..
When (@ Yiew, Ji/) -2 (69 >iew, ﬁi/) # 0 for arbi- In the following, we first present the relationship between
trary j, j € {1,2,---,M + N — Sr}, we can construct a the column weight of the matrix®; with the number of
coefficienta, ande] is of sizel x (M + N — Sz ). o] ; is the sessions being and column weighp of the generator matrix
jth element o}, anda/ , = Yiew, @i (Jy—28y) . Gl te{l,- - ,_L}\z‘. This re!ationship tells us how to set
’ S e, Ji/)—2(ea2yemj Bi/) the column weightp of G! given the number of sessions
Then (18) can be written as L in the system, so that the introduced term®f in (19)

ri®; = o, VEy (J ©®,; — 2m] © é) 4n®s, (19) has the minimum (_effect on th(_a system performance. The_n the
impact of the matrix®; on the information part and the noise
part of the received signal vector will be analyzed sepgrate
When (@ Diew, Ji/) -2 (@ diew, 51'/) = 0, the per- Next, based on these analytical results, the equivaleetwed
formance becomes degraded. We will analyze this casesignal-to-noise ratio (SNR) is derived. Finally, the netko

Section IV. code design criteria are summarized.
It can be seen from (19) that only sessipyfis data packet

[m;] is included in the equivalent received signal veatgP;.

Wheni — L. the same conclusion can be obtained. A. Relationship between Column Weight of the Matrix ®;, the

Number of Sessions L and Column Weight p of G!

IV. PERFORMANCEANALYSIS AND THE GENERATOR The number of sessiong of the system, together with
MATRIX DESIGN CRITERIA the column weight of the matrixG! of the LDGM codes,
In this section, we analyze the performance of paeallel  determine the column weight of the matsdx;, which affects
session model with the proposed NCDM scheme at the desti?€ received signal vector in (19). _
nation nodes. At first, based on the equivalent receivedasign AS shown in (20) and (21)A andn; are directly related
vector after implementing the NCDM scheme defined in (19} the column weight of;. According to (20),A can be
the impact of the proposed NCDM scheme on the informatiéiPressed as

and noise parts of the received signalis analyzed. Then A=J-J0®, (25)
the LDGM codes design criteria are introduced based on the
analytical results. The nonzero submatrix of the fird —.S;, columns in (17)

It can be seen from (19) that the equivalent received sigrial[0s, x4, Ls, Os,x(B,—s;)]. The firstM — S, elements of
vectorr; ®; consists of two parts, the information patt® A are [01x4, Jixs, 01x(B,—s.)], whereJixs, represents
®; — 2[m;] ® G and the noise parh;®;. Also, it can be a vector of sizel x S; with all one elements. Now, let
seen from (19) that the equivalent received signal vectty orus move to the lastV elements ofA. As shown in (17),
contains the data packets from tith sessionp;, [m;] ® G!. the column weight of®; equals to the sum of the column
However, an extra matri®; is introduced into the receivedweights of theL — 1 parity part matrice®! plus oné, where
signal vector. A row vectod ® ®; is given by t € {1,---,L}\i. As P! is a part of G!, we only need to

= focus on the column weight o6!. That is, the two terms
TO® =J—A4, (20) A andn; given in (21) and (25), respectively, are related
whereJ is a row vector of sizel x (M + N — S.) with all to the generator matrix of the LDGM codes. Here, we only

elements equal to one\ = [Ay,--- Ay, -+, Ayin_s,| consider regular LDGM codes, where the column wejglof
is a row vector of sizel x (M + N — Sg), in which the G! remains unchanged.
elementA;, k € {1,2,--- , M+ N — S} is reciprocal of the  Let us first derive the relationship between the system
corresponding element i © ®; in the field of GF(2). parameter, i.e., the number of sessidnshe LDGM codes’

The noise part of (19)n;®;, is denoted byn;, n; = parameter, i.e., the column weightand A. In the following,
i1, ik i meN—g,]- The relationship betweenwe discuss separately the situations that the parambtersi
n; andn; can be represented as p are odd and/or even numbers.

= 0®; = [ni1,ni2, iy P (21) « When the number of sessioisis an even number

— If pis an odd number, thef. — 1)p is also an odd

Based 20) and (21), (19 b itt .
ased on (20) and (21), (19) can be rewritten as number. As the column weight ab; equals to the

r® = a® VE(J © ®; — 2[mi] 693) +n;®; sum of L — 1 columns’ weight of parity-check part
= o OVEWJ-A-2m]oGH+1; (22) in G! plus 1, the column weight oP; is even and
= o @VE(T - 2[mi] ® GI) + 1 — o VE, A(23) the lastN elements of the row vectar© ®; are all

zeros. According to (20) and (25),0 ®; = J — A,

] J is a row vector with all one elements. Thidsis a
From (22), thekth value ofr;®;, denoted by(r;®;),, is

given by 3The generator matrix of systematic LDGM codes can be exptess
G = [I P], so the parity-check matrikI = [P7 I] and the transpose matrix

O‘g,k Ey(1— 2([@] © g;)k) + Nk, if D=0 (24) of H is given byH” = [PI)] Thus, the column weight dH? equals to
O‘g,k Ey(0 = 2([mi] © GH)i) + ik, if Ap =1 ’ that of P plus 1.
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row vector with all elements equal to one. It followssubsequently:; ;, increases. The impact pfor L on the noise
that thekth element ofA, Ay, can be expressed aspartn; in (21) increases.

Ay, =1, if p is an odd number. Based on (23), théth equivalent received signat; ®;),
— If pis an even number, the. — 1) is also an even Can also be represented as

number, the column weight @b, is an odd number. o 1 VEs (1 —2([ms] © GDk) + Rk, if A =0

Thus the row vectod ® ®; has all elements equal o VB (1= 2(Imi) © GO) + ik — o VEo, - (29)

to one. By using the above method, the valuefof if Ap=1

can be derived. It is a row vector with all elements

To simplify the analytical expression, we assume that diffe
equal to zero. Consequently,; can be expressed as‘ent sessions have the same number of source nodes, denoted

Ay =0, if pis even. by M. (S; = M., i € {1,2,---,L}). From (24), it can
From the above descriptiongy, can be generally ex- be seen thatp; always affects the received signal vector,
pressed as regardless of the value ak;. Let P(A, = z), z € {0,1},

be the probability of the event that, equals tox. From (29)
and based on the relationship among the row ve&pnoise
_ n; and column weight ofG!, an equivalentSN R, which is

Ay = and p is an odd number (26) denoted bySNR, can be expressed as
0, if L is an even number

1, if L is an even number

. 5 1 o o 1|2 B
and p is an even number SNR = A { 2 ’NO
o When the number of sessiotisis an odd number MotN ¢ o 2By
— No matter whetherp is an odd or even number, + > [P(Ak - mm
(L—1)pis always an even number. It follows that the he et s
column weight of®; equals to(L — 1)p + 1, which +P(Ap =1)— | ” B } }(30)
is an odd number. Thus the row vectbro ®; has | k[? B + (L = 1) pNo + No

all elements equal to one. Based on (20) and (25), R
Jo®;, —J—A, Jis a row vector with all elements From (26) and (30), we can see that the value&Sof R is

i t
equal to one. Consequentl is a row vector with affected by the column weight of G} and the number of

all elements equal to zero. Thereford;, can be S€SSIONS

expressed as C. Unstable Zero Elements

Ap =0, if Lis odd. (27) In this part, we analyze the performance of systems with

different number of sessions and with different column vuésg

. . of the formed LDGM codes. The problem, unstable zero

gécgh\/ee(;rgpgrfgl (i;e::(?r Matrix &; on the Noise Part of the elements, which is caused by right multiplication ®&f, is

elaborated. The impacts of these unstable zero elements on

The number of sessionk of the system and the columnthe performance of the formed LDGM codes with differént

weight p of the generator matrix of the formed LDGM codeand p values are analyzed, by using the equivalent received

for each session determine the received signal vector gfwrolSNR derived in Section IV-B.

the column weight of the matrix;. In this subsection, we In Section IV-B, the relationship between the noise part

first describe the impact of the matri®; on the noise part in (21) andp has been investigated. Here we investigate the

of the received signal vector. Then, we derive the equitalemlationship between the information pdr® ®; —2[m,] © G!

received SNR based on the relationships described aboxed p.

The equivalent received SNR can be used to compare théhe information partJ © ®; — 2[m;] ® (~}§ is denoted by

performance of the formed LDGM codes with variolsand X, X = [z1,- -+ , 2, - - ,xM+N_SL]._Fr0m (20), we can see

p values in the latter part of this section. that the elements of © ®; are determined byA. Similar to
From (24), we can see that no matter what the valuA pf the previous subsection, we discuss the situations whand

is, the noise part is always,; .. In other words,®; always p are even and/or odd numbers separately.

affects the noise part of the received signal vectomas= o When L is an even number as shown in (26), the value
n;®;. of each element imA depends orp. Whenp is an odd
The kth element ofn; in (21) can be rewritten as number,A; equals tol; whenp is an even number),
_ equals to0. Therefore, each element ih® ®; has two
Mik = % Mg (28) possible values) or 1. Moreover,([m;] ©G;), may equal
qefy

to 0 or 1. Thus, an element oK, such asr, has four
where();, denotes a set, in which the elements are the row possible values, shown below
indices of nonzero elements in th¢h column of matrix®;. A, — _
~ +17 Z.f k — k) ([ ’L]
O has (L — 1)p + 1 elements.n; ; equals to the sum of 1 AL -
(L —1)p+ 1 elements inn;, wheren, is the channel noise Tp = o ?f k=0, ([mi]
andn, . is the kth element ofn,. It can be seen that when 0, if Ap=1,([m
the value ofp or L increases, the size 61, gets larger and =2, if Ap=1,([my]
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The kth equivalent received signal, can be expressedD. Network Codes Design Criteria

as7y = wx + ng. With BPSK demodulation rules,  As mentioned in (1)G! is the sessiom,’s generator matrix,
can be detected as eitherl or —1. Apparently, when seen frompD;. H! is the corresponding parity-check matrix
zx € {+1,-1,-2}, 7} can be easily detected as eithepf G, On the one hand, we should notice that wHeis an
+1 or—1. However, when;, = 0, 7, has a probability of eyen number, it is necessary to make sure that after the NCDM
3 to be correctly detected. Thus, the incorrectly detecte@heme, the generator matrices have desired column weights
values associated with zero elements introduce errofs indicated in (24), (26) and (27), the column weightf
We refer to these zero elements as tiestable zero G must be chosen to be an even numbet is even. When
elements. L is an odd number, the column weight 6 can be chosen
The unstable zero elements are introduced by right either an even or odd number, such tHAtA, = 1) = 0
multiplication of ®; by the received signal vector. Thegng P(zi, = 0) = 0 do not produce unstable zeros elements.
probability of generating unstable zero elements can ks the other hand, we need to select the column weigkg!of
expressed as as small as possible to reduce the effect from the noise part
~ of (19). Based on the above explanation, to minimize a code
Pz =0)=P(Ar=1P ((@] O Gk = 0) » 32) error performance, the code design criteria can be sumethriz

- as
here P (A, = 1) denotes th bability of th t .

VAV ere P (Ay, ) e~nio es edpro a “?1/ © s E?:_en o Make sure that the column weight of each generator
p=1P (( mi] © G} = 0) enotes the probability matrix G! is an even number if. is an even number. If

of the event([m,] © Gi) = 0. If P (A, =1) =0, then L is an odd number, the column weight of each generator

Pz, =0)=0. matrix G! can be either an even or odd number.
We assume that there ané relay nodes in the network. « Minimize the column weight of the generator mat(i,
If source nodes are selected randomly in the relay phase, i.e.,p = 2 whenL is an even numbep =2 orp =3

then (32) can be rewritten d(z), = 0) = § 575 X3 = when L is an odd number.
N

4(Mc+N)* . V. PERFORMANCEEVALUATION
T11ese unstable zero elements, which are generated by

right multiplication of ®; by the received signal vector, In this section, we present simulation results for the pro-
cause extra errors with probabili§yP(z;, = 0). These posed NCDM scheme. Due to the time-varying channels in

errors would result in lower equivalent SNR and degradB€ Wwireless network, within each transmission round, the
the decoding performance. LDGM code is generated on-the-fly to match the instantaneous

« When L is an odd number, A, always equals t@). Network topology. The performartef the designed code is
From (31) we can see that, is +1 or —1. Therefore, based on the ensemble average performance. We consider a

when L is an odd numbery;, can be decoded correctlyWireless network with3 or 4 sessions, respectively. In the
with a high probability. simulation, each session hag0 source nodés sending data

When the column weight of each generator matrix igackets to its corresponding destination node via a common

an even number, the session has a better performaﬁ%}@y network. For convenience, we assume that the number
compared with the one whose generator matrix has 8hrelay nodes equals the total number of source nodes in the
odd column weight. investigated networks.

— If the column weight of the matrdG} is an even A BER performance
number, the probability?(Ax = 1) in (32) equals
to 0. Thus, in case ofP(z; = 0) = 0, no unstable
zero elements are generated in the information p

of the signal vector. 4In this paper, the effect from asynchronisation to the perémce of both

— If the column weight is an odd number, some unthe serial session model and theparallel session model is not considered.
synchronisation in distributed wireless network will saucollisions and idle

Sj[able Z€ero ele_ments in the information part of th@eriods among transmissions from different sensor nodeltisions cause the
signal vector will be generated. These zero elemersgRr performance to be deteriorated for both $heal session model and the
lead to the worse performance. parallel session model. The throughput of both the two session models will

. . decrease with the increasing of idle periods.

If the column weight of G; is a smaller value, the sthe simulation parametes00 source nodes in each transmission session,

equivalent noise in (28) reduces, so the code performanserbitrarily chosen. In a practical network, the numbersofirce nodes is

is better than that with a bigger column Weight. determined by the topology of the network. We also can sétréifit values
. . . to the parameter according to the requirements in diffeapplications. Note

As we discussed in (27), whehis odd, A, = 0. It Means ¢ there exists a trade-off between the end-to-end deldyte performance.

that no unstable zero elements are produced regardlesgssfime that the threshold of the end-to-end delayisls, ¢ and ¢;

the value Ofp In addition. the code with a smaller columreprresent the length of the header, the CRC part, and themafmn data
. : ; part of one data packet, respectively. Whgatc « _L_ the additional
weight has a better performance. £ L

We assume that all source nodes have data packets to
&t‘ﬁ;msmit. All the source-relay channels in the network are

time required for transmitting the information data in tharallel session

Based on the previous ana|y3i5, we can design netwaonRdel is tolerable. In general, the length of the informatitata part is much

: : . larger than the length of the header and the CRC part in oree piatket,
codes to achieve desired performance by properly selettteng ie. ;> 4l Thus,‘H[;‘C is a very small value. Therefore, we can

code parametgrs ac_cor_dmg to the S|t.uat|0.n of the entlmws come to the conclusion that in the general case, the endedadelay in the
The code design criteria is summarized in the following. parallel session model is small and tolerable.
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spatially independent and have equal transmitting power.Fig. 4 (b) presents the performance comparison of various
By a serial sesson model, we refer to multiple groups ofcolumn weights ofG!, (i.e., p = 2 and p = 3), with an
source nodes communicating with their respective desinsit odd number of sessions (i.el, = 3). As we discussed in
through a common relay network one by one. On the oth8ection IV-C, when the number of sessions is an odd number,
hand, theparallel session model refers to multiple groups of only the noise part in (19) is affected. The smaller the colum
source nodes communicating with their respective destingt weight p of G! is, the closer the BER performance of the
through a common relay network simultaneously. In the prparallel session model with NCDM to that of theerial session
sented figures, the label “no interference” correspond$i¢o tmodel. From Fig. 4 (b) we can see that whes- 2, the BER
serial session model. “NCDM” refers to theparallel session  performance of the@arallel session model is very close to the
model and at each destination the NCDM scheme is used.one for theserial session model.

Fig. 4 (a) presents the performance comparison of variousThe idea of the repetition code is to repeat the message
column weights ofG!, (i.e., p = 2 and p = 3), for an several times. We consider that there &re- 3 and4 sessions
even number of sessions (i.&, = 4). As we discussed in in the network. After using the NCDM scheme, the code
Section IV-C, when the number of sessiofisis an even rate becomes-t;. Thus we compare the performance of
number, if the column weighp of G! is an even number, Our proposed scheme with the repetition code with parameter
only the noise part in (19) is affected. As a result, the BER= L, i.e., the messages are repeatetimes. From Fig. 4,
performance gap between teeial sesson model andparallel it can be seen that the proposed system achieves a significant
session model is smaller than the one for the case when BER performance gain compared with the system with the
is an odd number. Note that when the column weighis repetition codes in a high SNR region.
an odd number, both the information part and the noise partFor the Rayleigh fading channel, the BER performance gap
in (19) are affected, and the BER performance gets worse. Torfween theserial session andparallel sesson model is much
observation is consistent with the theoretical analysisilte. larger than that of the AWGN channel, as shown in Fig. 4. This

is due to the information loss caused by LLR processing withi
the NCDM scheme. For the fading channel, the difference

BER

—©—-AWGN, p=2,No interference
—8-AWGN, p=2,NCDM
—8-AWGN, p=3,No interference
—#-AWGN, p)=3,NCDM
-©-Fading, p=2,No interference | i
-@®-Fading,p=2,NCDM
RN -B-Fading,p=3,No interference
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(a) The number of sessions Is= 4.
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(b) The number of sessions is = 3.

among the LLR values in the vector is much larger than that
of the AWGN channel. The smaller LLR values result in worse
BER performance gap between theeial session andparallel
session model over the fading channel.

B. System Throughput

The throughput performance of tiparallel session model
with the NCDM scheme over AWGN and Rayleigh fading
channels are shown in Fig. 5. Létt, represent the transmis-
sion time for one bit. Here, the throughput is defined as the
number of correctly delivered information bits by all theisze
nodes inA\t,. At represents one time slot used to transmit one
data packet, and\t = (At £ is the length of one data packet.
One transmission periad 7T is defined as the time required to
transmit all the sources’ data packets and relays’ datagisck
in one round. Assume that the source nodes inithesession
©; havesS; data packets to transmit in one transmission period,
and the number of correctly delivered data packetsDat
is B; for the parallel sesson model andC; for the serial
session model, respectively. Then, the number of transmitted
data packets from all the sessions in one transmissiongerio
is M = Zle S;, and the number of correctly delivered data
packets at all the destination nodesAs= Zle B; for the
parallel session model and” = >"% | C; for theserial session
model, respectively.

Assume that TDMA is employed. For theerial session
model, the source nodes in transmission sesgiosend their
date packets to the relay nodes separately in a number of
S; time slots. After all the source nodes ¢n sending their
data packets, the relay nodes begin to decode the received

Fig. ﬁ- fThe BER performance Compgrison betwez\r)v gNI\? diféegmlmnh data packets fronp;, check the correctness of the decoded

weights of generator matrix, i.ep,= 2 andp = 3, over and Rayleig :

fading channels, respectively. The number of sessiods4is3 and4. .packets. by using CRC and put the CorreCtIy deCOd,ed paCkets
into their buffers. Then the relay nodes select a fix number
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of data from their buffers and perform network coding to oottt
form network-coded data packets. Finally, the relay nodes
send their network-coded data packets to the destinatidaso
in a number of N time slots. The same operations between 5
. . . 0.48 - 1
the transmission sessions and the relay nodes run altrnate g TN parler oo 3
until the relay nodes assist all the transmission sessions S oasf —_:_—mgmﬁeﬁal:slessionmode;,ﬁ“,
. . . . . % ,parallel session model,L=
completing their transmissions. The total time slots fer dlata = - A-Fating s sesson model =3
- . . . 2 - 8 -Fading,parallel session model,L=
transmission from the source nodes to the destination nodes g 9 Fading seral sesson model =4 |
. . . . . : - © - Fading,parallel session model,L=:
in the serial session model |st,1 S; +LN,ie., M+ LN. g
: u . o 0251 — S A AA-A-A
For theparallel session model, the source nodes in all the - e
L transmission sessions send their date packets to the relay 075 et e—8 8-~~~ 0 -0~ 0 -0~
nodes in a number 025:1 S; time slots. After all the source
nodes sending their data packets, the relay nodes deal with T2 4 & e 1 12 14 s
the received data packets, perform network coding, and send Ey/No (98)
the formed network-coded data packets to the destinatioas i (a) Throughput comparison between the serial session and
number of N time slots. Thus, the total time slots for the date the parallel session models.
transmission from the source nodes to the destination nodes
in the parallel session model isZiL:1 Si+N,ie,M+N.
Let /y and /¢ represent the length of the header and the P
CRC part of one data packet, respectively. The throughput of .
the parallel session model with L source group-destination 4
pairs and theserial session scheme are calculated as follows: g
(B—(lg+tc)B  (Xr Bi—(lu+Lc) Xl B 3
(AT)p(L'r‘allel sessioin ZiLzl SzAt + NAt %
_ (-Untlo) ¥, B 3 ST e oGS
(Xiy Si+ N)eot, & e o o e e NCOM=4
(1 - _KHHc) S B; T Fading s senemeng
_ £ =1 /Atb (33) -é-Fading,pgrallel session model,NCDM,L=4 ||
- M + N ‘ ‘ -e‘-Fadmg,‘smlarsc‘heme,L=‘4 :
(C — (by +0c)C X0 Ci— (tu+ L) S0, C ot Eb/Nj(dB) voromr
(AT)serial session 2ty Sibt+ LNAt (b) The parallel session model with the NCDM scheme and
(0= (Lu +L0)) Zle C; the similar scheme.
(ZiL:1 Si + LN){Aty Fig. 5. Throughput comparison between (a) the serial sessid the parallel
1 tutte L o session models, (b) the parallel session model with the NGgheme and
- 2 Zi:l g the similar scheme, fof. = 3 and4, S; = 300, N = 900 and 1200, over
= A 3
- M+ LN /Dty (34) AWGN and Rayleigh fading channels.

In general,% is a very small value. The effect from
the overhead to throughput is very small.

It can be seen from Fig. 5 (a), the throughput for the I . -
parallel session model with the NCDM scheme significantlyand the similar scheme is shown in Fig. 5 (b).
outperforms theserial session scheme. This is due to the fact It can be seen from Fig. 5 (b), the throughput for the
that at each time unit, theerial session model only allows one parallel session model with the NCDM scheme is worse than
source group to be relayed, while tharallel session model the similar scheme at low, /Ny region. This is due to the
with the NCDM scheme allows all the sessions’ data packdet that there are no interference problems among diferen
to be relayed simultaneously. From (33) and (34) we can ssessions when using the similar scheme, while fibesallel
when B = C, the throughput of thgarallel session model session model with the NCDM scheme has to deal with
is % times that of theserial session model. In addition, we the inter-session interference. The throughput of el lel
should notice that the BER performance of gagallel session session model with the NCDM scheme approaching to that
model with the NCDM scheme approaches that of $ereal  of the similar scheme as the value 8} /N, increases. At
session model over AWGN channels, as shown in Fig. 4. the region whereE,/N, > 6dB for the AWGN channels

Next, we compare the throughput of the NCDM schemend E;,/N, > 10dB for the Rayleigh fading channels, the
with a similar scheme, which use tlparallel session model throughput of theparallel sesson model match that of the
but make BP decoding without canceling any interference. &milar scheme. However, in the similar scheme, the inferma
the similar scheme, at each destination node, though oely tion from all the sessions is recovered at all the destinatio
information from its own session is required, the inforraati Thus, though the similar scheme can achieve better thraughp
from all the L transmission sessions are recovered. The comerformance, it cannot satisfy the security requiremerthef
parison of the throughput of system with the NCDM schemegpplications considered in this paper.
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