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Abstract— In this paper, we investigate the performance of a
wireless relay network with multiple transmission sessions, in
which multiple groups of source nodes communicate with their
respective destination nodes via a shared wireless relay network.
A multiple transmission session model with network code division
multiplexing (NCDM) scheme is proposed to remove the inter-
session interference at each destination. The fundamentalidea of
the NCDM scheme takes advantage of the property ofG⊙H

T =
0 of the low-density generator matrix (LDGM) codes. Based on
the analysis of the NCDM scheme, we investigate the relationship
among the equivalent received signal vector, the number of
sessions and the column weight of the generator matrix. New
code design criteria for the construction of the generator matrix
is proposed. We further evaluate the multiple transmissionsession
model with the proposed NCDM scheme in terms of throughput
and complexity. Our evaluation demonstrates that the proposed
scheme not only has a linear computational complexity, but
also shows a similar error performance in the AWGN case
and a considerable throughput improvement compared with its
counterpart, which is referred to as a serial session scheme,
where groups of source nodes communicate with their respective
destinations in a time division manner.

Index Terms— Distributed network coding, low density gener-
ator matrix codes, parallel session model, network code division
multiplexing, code design criteria.

I. I NTRODUCTION

Distributed coding is a special channel coding strategy
developed for cooperative communication networks [1], [2].
It has also been applied in the design of conventional channel
codes, forming such as distributed turbo codes [3], distributed

Jing Yue is with the School of Electrical and Information Engineering,
University of Sydney, NSW, 2006, Australia and National ICTAustralia
(NICTA). (e-mail:jing.yue@sydney.edu.au).

Zihuai Lin, Branka Vucetic, and Kun Pang are with the School of Electrical
and Information Engineering, University of Sydney, NSW, 2006, Australia.
(e-mail:{zihuai.lin,branka.vucetic,kun.pang}@sydney.edu.au).

Guoqiang Mao is with the School of Computing and Communications,
The University of Technology, Sydney and National ICT Australia (NICTA).
He also holds adjunct professor position at Beijing University of Posts and
Telecommunications and Huazhong University of Science andTechnology.
(e-mail: g.mao@ieee.org).

Ming Xiao is with Royal Institute of Technology, Stockholm,Sweden.
(Email: ming.xiao@ee.kth.se).

Baoming Bai is with State Key Lab. of Integrated Service Networks, Xidian
University, Xi’an, 710071, China. (e-mail: bmbai@mail.xidian.edu.cn).

This work is supported by Australian Research Council (ARC)Discovery
Project DP120100405 and the China Scholarship Council (CSC). This work
is supported partly by National Natural Science Foundationof China (NSFC)
under Grant 61371105, EU Marie Curie Project, “QUICK”, No. 612652, the
NSFC under Grant 60972046 and the 973 Program of China under Grant
2012CB316100. Mao’s research is supported by ARC DiscoveryProjects
DP110100538 and DP120102030 and Chinese National Science Foundation
Project 61428102.

space-time codes [4] and distributed low-density parity-check
(LDPC) codes [5]. In the above distributed coding schemes,
the transmission reliability over point-to-point wireless com-
munication channels has been efficiently improved.

The distributed coding schemes discussed above [1]–[5] are
developed for small-scale unicast relay networks, in which
messages are sent from a single source to a single destination
through single/multi-hop relay nodes. In large-scale wireless
sensor networks (WSNs), a large number of sensor nodes are
often deployed to gather information from the surrounding
environment. The information gathered from these sensor
nodes, which are referred to as source nodes, are delivered
then to a common destination through other sensor nodes,
serving as relay nodes. As the source and the relay nodes are
in different spatial locations, their signals can be combined
at the destination node to achieve spatial diversity. Clearly, if
a destination node receives replicas of the transmitted signal
via multiple relay nodes, its signal will have higher spacial
diversity and better performance [6].

Despite the potential benefits of relay nodes, they may
consume considerable amounts of radio spectrum and energy,
and cause further spectrum congestion and interference if
not used properly. Therefore, for dense large-scale wireless
networks, we need a novel approach to reduce bandwidth
consumption of relay nodes while harnessing their benefits.

A novel approach that minimizes the bandwidth consump-
tion is network coding (NC) [7]. Network coding is intro-
duced as a generalization of routing. In routing, the relay
nodes simply store and forward the received packets to the
destination. In the NC scheme, the relay nodes are allowed to
encode the packets received from multiple source nodes and
send the encoded packets instead. Coding operations enable
the relay nodes to compress the information, and whenever
possible, to reduce the number of transmissions and band-
width consumption. Prior work shows that network coding
can achieve the multi-cast network capacity by making linear
combinations of packets they received [7]–[9]. The idea of NC
can be easily extended to wireless networks. A considerable
amount of research that has been dedicated to exploiting NC
on cooperative communication networks have been done, some
of them focus on the research at the physical layer [2], [10]–
[13], while others are for the network layer [14]–[16]. The idea
of NC can be further applied to WSNs , where multiple source
nodes communicate with a common destination through multi-
hop relay nodes [17]. In [18], extrinsic information transfer
(EXIT) charts are employed to design the irregular low-density
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generator matrix (LDGM) codes [19] based on a single session
model. By asingle session, we refer to a group of source nodes
transmitting to a common destination node, whilemultiple
sessions refer to multiple groups of source nodes transmitting
to multiple respective destination nodes.

In this paper, for the applications where at each destination
node, only the information from its own session is required,
we propose to design novel network coding schemes for
wireless networks. In wireless networks, multiple relays are
shared among multiple sessions. We assume that at each
destination node, the information from other sessions are not
allowed to be decoded due to the security reasons. This
assumption is realistic in the application scenario in smart
meter networks, where multiple sensors, measuring water, gas
and energy consumptions, communicate with multiple utility
control centers [20]. The information from various utilities,
such as for water, gas and energy consumptions, cannot be
shared. The bandwidth consumption will be reduced by shar-
ing dedicated relay stations among various sessions and theuse
of novel network coding mechanisms, referred to as network
code division multiplexing (NCDM). The NCDM scheme can
provide security protection on physical layer. Traditionally, the
research of the security techniques are focused on the key-
based enciphering technique on upper layers [21]. However,in
wireless network, it requires a large number of computational
resources to deal with the encryption key. We consider the
security protection problem from the physical layer [22]. Since
the physical layer security techniques can operate essentially
independently from the upper layers, the NCDM scheme can
be used to enhance the security of the data transmission. A
common set of relays, as opposed to separate relay nodes
for each session, can save spectrum, energy, communication
infrastructure and bring additional spatial diversity. The signals
from multiple sessions will be mixed in a controlled manner
at the relay nodes to cooperatively produce a distributed
network code. As inter-session interference is introducedin
the cooperative process [23], novel network codes, with a
special algebraic structure, enabling interference removal at
the destinations and high coding gains, will be designed.
Transmission of each session will be assisted by all relay nodes
resulting in a maximum spatial diversity.

Particularly, the signal processing methods at the relays
dominate the overall system performance. On the one hand,
if all relays belonging to different transmission sessionsare
cooperative with each other, a maximum spatial diversity
can be potentially achieved. On the other hand, inter-session
interference is minimized if signals, belonging to different
sessions, are transmitted from relays in an orthogonal manner.
A usual way to remove interference is dividing the relay
transmission time intoL relay periods, corresponding toL
sessions in a wireless relay network. One relay period contains
N time slots, whereN is the number of relays in the network.
All relays process and transmit data for theith session in a
relay periodi (i = 1, · · · , L). In this way, data from different
sessions are separated by time division multiplexing and there
will be no interference in the transmitted signals from multiple
sessions. For convenience, in the following, we refer to the
above described model as aserial session model. In this

model, however, transmission in separate relay periods may
result in a lower throughput or more spectrum consumption,
compared to the transmission of all signals from multiple
sessions in one relay period.

To mitigate interference while maximizing the spectrum
efficiency, we propose to combine data from different sessions
to form a network code, and forward such coded signals
to the destinations, within one single relay period. In con-
trast to theserial session model, we refer to our proposed
scheme as aparallel session model. The combined operation
of data from different sessions inparallel session model
will cause inter-session interference at the destinations. By
using the proposed NCDM scheme at the destination nodes
by orthogonalizing the equivalent sub-channels of different
sessions, inter-session interference among multiple sessions
will be minimized. Furthermore, we will maximize the coding
gain of these network codes, by optimizing the network code
topology. Please note that the NCDM scheme is different
from the interference alignment approach given in [24]–[26].
The key idea of the interference alignment is to construct
precoding vectors at the transmitters, and concentrate the
interference into a partial signal space while the desired
signal becomes free of interference at each receiver [26]. The
NCDM scheme does not use a precoding operation at the
transmitters, it only deals with the inter-session interference at
the destinations. The NCDM scheme is also different from the
aligned interference neutralization schemes, which is proposed
in [27] for the relay-aided networks. In the aligned interference
neutralization scheme, for the design of the beamforming
vectors, the channel state information (CSI) must be known
at both the transmitters and the receivers or at the receivers.
Also, it requires full connection between the source and the
relay nodes, and between the relay and the destination nodes.
While for the NCDM scheme, the CSI is only required at the
receivers. The situations that no full connection exists between
the source and the relay nodes, and between the relay and the
destination nodes are also considered in the NCDM scheme.

In this paper, we investigate the impact of the number of
sessions on bit error rate (BER) performance, and examine the
scalability of the proposed NCDM scheme when the number
of nodes increases. In the analysis of the proposed NCDM
process, we focus on the relationship among the information
and the noise parts of the equivalent received signal vector,
the number of sessions and the column weight of the formed
generator matrix. We analyze the reasons which cause the
degradation of the BER performance of theparallel session
model during the NCDM process and investigate possible
approaches to solving these problems. The theoretical analysis
is followed by the derivation of the code design criteria to
guide the selection of source nodes at each relay node. By
implementing the proposed code design criteria, a desired code
performance can be achieved. It is shown that the proposed
NCDM scheme has a linear computational complexity ofN
andL, and a similar error performance as aserial session sce-
nario, while achieving a considerable throughput improvement
compared with theserial session model.

The remainder of the paper is organized as follows. Sec-
tion II presents the system model and briefly introduces the
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NCDM scheme and the distributed LDGM codes from the
system point of view. Section III introduces the proposed
NCDM scheme for theparallel session model. Section IV
analyzes the relationship among the equivalent received signal
vector, the number of sessions and the column weight of the
generator matrix. On the basis of the analytical results, code
design criteria are derived for theparallel session model.
Section V evaluates the performance of the NCDM scheme
in terms of the BER, throughput and complexity. Finally, the
conclusions are drawn in Section VI.

II. SYSTEM MODEL

We consider a wireless network containingL transmis-
sion sessions, shown in Fig. 1. In each session, a group of
source nodes communicate with their common destination
node through a group of relay nodes. We useϕi to denote the
ith session and assume thatϕi hasSi source nodes, where
i ∈ {1, 2, · · · , L}. In total, there areM =

∑L

i=1 Si source
nodes in theL sessions. Denote the destination node of session
ϕi by Di. We assume that the network consists ofN relay
nodes which are shared among allL sessions. Thejth relay
node is denoted byRj , j ∈ {1, 2, · · · , N}.

Fig. 1. A network graph used to describe the system model.

As it is described in Section I, the model where groups
of source nodes in different sessions communicate with their
respective destinations is referred to as aserial session model.
In the serial session model, transmission in separate relay
periods may result in a lower throughput or more spectrum
consumption, compared to the transmission of all signals from
multiple sessions in one relay period. To mitigate interference
while maximizing the spectrum efficiency, we propose to
combine data from different sessions to form a network code,
and forward such coded signals to the destinations, within one
single relay period. We refer to this model as aparallel session
model.

For theparallel session model, the data transmission from
the source nodes to their destination nodes is carried out in
two phases: a broadcast phase and a relay phase. We take the
operations of the source nodes in sessionϕi in the broadcast
phase, thejth relay node in the relay phase, and the destination

nodeDi, as an example to illustrate the data delivery process.
The system diagram is shown in Fig. 2.

Fig. 2. The data delivery processing procedure.

• Broadcast phase. In this phase, all the source nodes
broadcast their data packets to all the relay and the
destinations. Each data packet is composed of three parts:
an information data part, a Cyclic Redundancy Check
(CRC) part and a header. The indices of the source nodes
and the session to which the source node belongs are
contained in the header. The information data parts of
all data packets have the same length, as well as the
CRC parts and the headers. In case the length of the
information data part of one source node is shorter, we
just add “0” to the end of the data to make it the same
length as that in other source nodes. The performance will
not be affected by this operation. A certain MAC layer
protocol, e.g., Time-Division Multiple Access (TDMA),
Carrier Sense Multiple Access (CSMA), or Orthogo-
nal Frequency-Division Multiple Access (OFDMA) [28],
[29], is assumed to be employed. This ensures that the
source node transmissions do not cause interference to
each other. The transmitted data packet from each source
node in sessionϕi is a vector of sizeℓ × 1. Thus, the
data packets from sessionϕi form a data matrixmi with
size ℓ × Si. We consider both additive white Gaussian
noise (AWGN) and Rayleigh fading channels. We model
channel coefficientαi as a zero-mean, circularly sym-
metric complex Gaussian random variable with a unit
variance. In this work, we assume binary phase shift
keying (BPSK) modulation for all the transmitted data.

• Relay phase. In this phase, each relay node first selects a
numberdr with1 probabilityΩdr

according to the degree
distribution Ω(x) =

∑
Ωdr

xdr . Then each relay node
listens to the transmission from the source nodes, decodes
the received data packets from the source nodes, checks

1After applying the network code design criteria, which is proposed in
Section IV-D, a set of column weights for the generator matrix, denoted by
{dr}, can be obtained. In our work, we only considerΩdr = 1. Thus, the
set {dr} only contains one value,dr . The indices of the selecteddr data
corresponding to thedr positions of non-zero elements in a column of the
generator matrix. If irregular LDGM code is considered, each column of the
generator matrix will has different column weight. Then,dr data will be
selected at each relay node with probabilityΩdr , where 0 < Ωdr < 1
and

∑

Ωdr = 1. The network coding operation at relay nodes is similar to
random linear network coding but with some constraints, i.e., the network
coding operation must satisfy the parameters setting of theLDGM codes, for
example, the selection of column weight of the generator matrix should follow
the code design criteria.
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the correctness of the decoded packets by using CRC and
puts the correctly decoded packets into its buffer. Since
each relay node only performs hard decision decoding
and CRC check, the decoding process is very fast and
the delay due to the decoding at each relay node can be
neglected. After that, each relay node selects uniformly
at random a number ofdr data packets from its buffer to
perform network coding by using linear combinations of
the packets in the field of GF(2) [30]. Since the numberdr
is much smaller than the total number of source nodes in
the transmission sessions, i.e.,dr ≪ M , the probability
of the case that the number of data packets in a relay
node’s buffer is smaller thandr is negligibly small and
we can always assume that the network coding process
is achievable. In case the number of data packets in
the buffer of a relay node is less thandr, then all data
packets in the buffer will be selected for network coding.
Then at each relay node, a network-coded data packet is
formed. The connection information of the source and the
relay nodes is contained in the header of each network-
coded data packet. The number of selected source nodes
is relatively small to reflect the fact of low density for
the formed generator matrix. The length of the header in
each data packet is much shorter than the information data
part, therefore, the throughput loss due to the header can
be neglected. All the network-coded data packets have
the same lengthℓ. Finally, all the relay nodes broadcast
their network-coded data packets to the destination nodes
using a TDMA, CSMA or OFDMA MAC layer protocol.

At the destination nodes, data packets received from the
source and the relay nodes in the broadcast and relay phases,
respectively, are organized into a data matrix of sizeℓ ×
(M+N). We consider a quasi-static Rayleigh fading channel.
Without loss of generality, we consider theith row of the
received data matrix. At the destination nodeDi, the received
signal can be expressed asri = αi ⊗

√
Eb(J − 2β) + ni,

where ri is a row vector of size1 × (M + N). αi is the
fading coefficient vector of size1 × (M + N). The fading
coefficients remain constant over the length of one data packet
but change independently between adjacent packets. Thus, we
can assume perfect CSI at the destination nodes.⊗ represents
the element-wise multiplication of the vector. For example,
there are two vectorsa = [a1, · · · , ai, · · · , aN ] and b =
[b1, · · · , bi, · · · , bN ], a⊗b = [a1b1, · · · , aibi, · · · , aNbN ]. Eb

is the average transmitted energy per bit.J is a1× (M +N)
vector with all elements equal to1. The binary sequenceβ is a
random row of the data matrix[m1 · · ·mi · · ·mL]⊙Gi, where
⊙ represents the multiplication operation over the field of
GF(2). [m1 · · ·mi · · ·mL] represents the information matrix
of the L sessions of sizeℓ × M . Gi is2 the corresponding
LDGM generator matrix seen fromDi of sizeM × (M +N).

2In this paper, we consider a general situation that due to thechannel
difference between the relay and the destination nodes, some destination
nodes may not receive all transmissions from the relay nodes, in this case, the
generator matrices observed by the destination nodes maybedifferent. Thus,
we useGi to represent the generator matrix seen from theith destination
nodeDi. The situation that all destination nodes observe the same generator
matrices is only a special case in our work.

Thus, β is of size 1 × (M + N). The parameterni =
[ni,1, ni,2, · · · , ni,M+N ] is the additive white Gaussian noise
with a zero mean and a double sided power spectral density
of N0/2. Next, each destination node implements the NCDM
scheme to remove the interference from the source nodes of
other sessions. After using the NCDM scheme, each destina-
tion node only receives the data packets from the source nodes
of its own session. The particular description of the NCDM
scheme will be given in Section III.

Note that since all the connection information are contained
in the header of each data packet, the destination nodes know
how the network coded data packets are formed at the relay
nodes and can correspondingly replicate the code graph and
perform message-passing decoding.

Fig. 3. The bipartite graph.

At each destination node, after implementing the NCDM
scheme, a regular systematic LDGM code is obtained by
combining the broadcast information data packets from the
broadcast phase and the corresponding network-coded data
packets from the relay phase, as shown in Fig. 3. The LDGM
code formed at theith destination nodeDi consists ofSi

systematic symbolsVi′ , i
′ ∈ {1, 2, · · · , Si}, corresponding

to the Si source nodes fromϕi, and N coded symbols,
corresponding to theN relay nodes.{CN} are the check
nodes associated with the syndromes. The decoding can be
implemented by the Belief Propagation (BP) algorithm [31]
based on the soft information of the received data packets.

III. T HE NCDM SCHEME

In this section, we introduce the NCDM scheme for the
parallel session model, which can be used to remove the
inter-session interference at each destination. The fundamental
idea behind the process takes advantage of the property of
G ⊙ H

T = 0. HereG andH are the generator matrix and
the parity check matrix of the LDGM codes, respectively.
H

T represents the transpose of the matrixH. Throughout the
paper, we denote the LDGM generator matrix seen from theith
destination nodeDi by Gi and the corresponding parity check
matrix byHi. In order to remove the inter-session interference,
Gi can be split intoL separate parts, so that

Gi =

[(
G

1
i

)T · · ·
(
G

t
i

)T · · ·
(
G

L
i

)T
]T

, (1)

whereGi is of sizeM× (M+N). Gt
i is thetth submatrix of

Gi of sizeSt×(M+N), t ∈ {1, 2, · · · , L}. St is the number
of source nodes in thetth session.

SinceGi is a systematic matrix, it can be written as

Gi = [IM Pi], (2)

where IM represents anM × M identity matrix. Pi is an
M ×N parity part matrix.
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The parity part matrixPi is given by

Pi =

[(
P

1
i

)T · · ·
(
P

t
i

)T · · ·
(
P

L
i

)T
]T

, (3)

wherePt
i is anSt ×N parity part matrix ofGt

i. The parity-
check matrixHt

i corresponding to the generator matrixGt
i

is

H
t
i =




IAt 0At×St 0At×Bt 0At×N

0Bt×At 0Bt×St IBt 0Bt×N

0N×At

(
P

t
i

)T
0N×Bt IN



 , (4)

whereAt =
∑t−1

i′=1 Si′ , (2 ≤ t ≤ L) andAt = 0, whent = 1.
Bt =

∑L

i′=t+1 Si′ , (1 ≤ t ≤ L−1) andBt = 0, whent = L.

(Pt
i)

T is the transpose of the matrixPt
i [32].

Similarly, the1st and theLth parity check matrices corre-
sponding toG1

i andGL
i are respectively given by

H
1
i =

[
0(M−S1)×S1

I(M−S1) 0(M−S1)×N(
P

1
i

)T
0N×(M−S1) IN

]
, (5)

H
L
i =

[
I(M−SL) 0(M−SL)×SL

0(M−SL)×N

0N×(M−SL)

(
P

L
i

)T
IN

]
. (6)

A. The NCDM Scheme for a Parallel Session Model with Two
Sessions

WhenL = 2, we can express the generator matrixGi seen
from theDi, i ∈ {1, 2}, as

Gi =

[
G

1
i

G
2
i

]
=

[
IS1

0S1×S2
P

1
i

0S2×S1
IS2

P
2
i

]
, (7)

where parity part matricesP1
i and P

2
i are of sizesS1 × N

andS2 ×N , respectively.
The parity check matrices ofG1

i andG
2
i are respectively

given by

H
1
i =

[
0(M−S1)×S1

IM−S1
0(M−S1)×N

(P1
i )

T
0N×(M−S1) IN

]
, (8)

H
2
i =

[
IM−S2

0(M−S2)×S2
0(M−S2)×N

0N×(M−S2) (P2
i )

T
IN

]
. (9)

The generator matrix after using the NCDM scheme at
the destination nodeDi is named as the equivalent generator
matrix, denoted bỹGi. The equivalent generator matrix seen
from Di for the sessionϕi when i = 1, is then

G̃1 = G1 ⊙ (H2
1)

T =

[
G

1
1

G
2
1

]
⊙ (H2

1)
T

=

[
IS1

P
1
i

0S2×S1
0S2×N

]
. (10)

Let [m1 m2] represent an arbitrary row of the data matrix
[m1 m2]. At the destination nodeD1, the equivalent received
vector after using the NCDM scheme is

r1

(
H

2
1

)T
=

[
α1 ⊗

√
Eb

(
J− 2[m1 m2]⊙

[
G

1
1

G
2
1

])]
(H2

1)
T

+n1(H
2
1)

T , (11)

where(H2
1)

T is the transpose of the parity check matrixH2
1.

α1 is the fading coefficient vector of size1× (M +N). J is
a row vector of size1 × (M +N) with all one elements.
Ψj represents the set formed by the indices of positions

of all the non-zero elements in thejth column of
(
H

2
1

)T
.

Note that (11) cannot be calculated properly, becauseα1

is the fading coefficient vector andn1 is a noise vector,
while (H2

1)
T is a binary matrix, and the multiplication of

them is implemented over the complex field. To tackle this
problem, in [33] we employed a soft processing algorithm at
the destination nodes to process the soft value of the received
symbols. The soft processing algorithm is as follows:

For a binary random variableX ∈ {±1}, its LLR is defined

as ζ(X)
.
= log

(
Pr{X=+1}
Pr{X=−1}

)
. Subsequently, the LLR for a

transmitted symbolxk at the destination node is given by
ζk =

4αi,krkEb

N0
, whereαi,k is the fading coefficient, which

is assumed to be known at the receiver,rk is the received
symbol corresponding to the transmitted symbolxk.

Once the LLR values are obtained for all the transmitted
symbols, we then need to find the corresponding input LLR
values for each check node. This can be done by multiplying
the LLR values with each column of the matrix

(
H

2
1

)T
. The

obtained vectors of the LLR values after the multiplication
are then the LLR values of the input symbols for the check
nodes. Letz be the output symbol of thejth check node. Then
z = ⊕∑k∈Ψj

xk, where⊕ represents the addition operation
over the field of GF(2). The output LLR values of each check
node can be computed byLj = 2 tanh−1

(
Πk∈Ψj

tanh( ζk2 )
)

.
Ji′ is the i′th element ofJ. βi′ is the i′th element of

β, and β = [m1 m2] ⊙
[
G

1
1

G
2
1

]
. When

(
⊕∑i′∈Ψj

Ji′
)
−

2
(
⊕∑i′∈Ψj

βi′

)
6= 0 for arbitrary j, j ∈ {1, 2, · · · ,M +

N − S2}, we can construct a coefficientα′
1, and α′

1 is of
size 1 × (M + N − S2). Let α′

1,j be thejth element ofα′
1,

andα′
1,j =

∑

i′∈Ψj
α1,i′ (Ji′−2βi′ )

(

⊕
∑

i′∈Ψj
Ji′

)

−2
(

⊕
∑

i′∈Ψj
βi′

) . Then (11) can be

written as

r1

(
H

2
1

)T
= α

′
1 ⊗

√
Eb

(
J⊙

(
H

2
1

)T − 2[m1]⊙ G̃
1
1

)

+n1

(
H

2
1

)T
. (12)

When
(
⊕∑i′∈Ψj

Ji′
)
− 2

(
⊕∑i′∈Ψj

βi′

)
= 0, it will

cause the problem of performance degradation. We will an-
alyze this case in Section IV.

From (12) we can see that by using the NCDM scheme,
destination nodeD1 (and following a similar procedure, also
D2) only receives data from its own session. However, for the
parallel session model with more than two sessions, directly
multiplying generator matrix by the transpose of its submatrix’
parity check matrix will lead to the interference calculation
process stop. Therefore, the NCDM scheme proposed for
the parallel session model with two sessions cannot be used
directly in the parallel session model with more than two
sessions. Next, we will introduce an effective method to adapt
the NCDM scheme to theparallel session model with more
than two sessions to minimize the inter-session interference.

B. The NCDM Scheme for a Parallel Session Model with More
than Two Sessions

To obtain sessionϕi’s information at the destinationDi,
i ∈ {1, 2, · · · , L}, the interference introduced from other
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sessions toϕi needs to be eliminated. This can be done by
multiplying the generator matrixGi by (Ht

i)
T . Using the

property thatGt
i ⊙ (Ht

i)
T = 0, ∀t ∈ {1, 2, · · · , L}\i, the

interference from other sessions can be removed. However,
different from the case with only two sessions, the parity
check matrix(Ht

i)
T is also presented to other submatrices

of G
j
i , j ∈ {1, 2, · · · , L}\t, as an undesirable by-product.

For example, whent = 1, after carrying out the first session
G

1
i ’s interference cancelation process, the successive process

of G
2
i ⊙ (H1

i )
T ⊙ (H2

i )
T is not equal to zero due to the

contribution of(H1
i )

T . As a result, the interference from the
second session’s information cannot be eliminated and the
interference cancelation process stops. To solve this problem,

in this paper, we deliberately introduce a term

((
H̃

1
i

)T)−1

,

so that the product of(H1
i )

T and

((
H̃

1
i

)T)−1

approximately

equals to an identity matrixI. The interference cancelation
process continues untilϕi’s information atDi is obtained.(
H̃

t
i

)T
is a matrix obtained by setting the linear dependent

rows in (Ht
i)

T to zeros and keeping other rows unchanged.(
H̃

t
i

)T
and its inverse matrix are respectively expressed as

follows:

(
H̃

t
i

)T

=




IAt 0At×Bt 0At×N

0St×At 0St×Bt 0St×N

0Bt×At IBt 0Bt×N

0N×At 0N×Bt IN


 , (13)

((
H̃

t
i

)T
)−1

=




IAt 0At×St 0At×Bt 0At×N

0Bt×At 0Bt×St IBt 0Bt×N

0N×At 0N×St 0N×Bt IN



 .(14)

In the following, we denote byU[Y ] and U[Y ] the first
Y and the lastY columns of a matrixU, respectively. Let
U[Y1→Y2] represent a part of the matrixU from the Y1th
column to theY2th column. Wheni 6= L, a detailed description
of the process to removeϕ1’s interference is shown in the first
part of the right hand side of (15). Since the firstS1 columns of
Gi are zeros, excluding the first identity submatrixIS1

, within
the process,Gt

i[S1]
⊙P

1
i can be successfully eliminated when

t ∈ {2, · · · , L}\i. P1
i is the parity part matrix ofG1

i , andP1
i

is of sizeS1 ×N .

G̃i =




G
1
i ⊙

(
H

1
i

)T
...

G
t
i ⊙

(
H

1
i

)T
...

G
L
i ⊙

(
H

1
i

)T




⊙
((

H̃
1
i

)T
)−1

⊙




∏

t,t∈{2,··· ,L−1}\i

(
H

t
i

)T ⊙
((

H̃
t
i

)T
)−1





⊙
(
H

L
i

)T

=




0S1×S1
0S1×(M−S1) 0S1×N

0S2×S1
G

2
i[(S1+1)→M] G

2
i[S1]

⊙P
1
i +G

2
i[N]

...
...

...
0St×S1

G
t
i[(S1+1)→M] G

t

i[S1]
⊙P

1
i +G

t
i[N]

...
...

...
0SL×S1

G
L
i[(S1+1)→M] G

L

i[S1]
⊙P

1
i +G

L
i[N]




⊙




∏

t,t∈{2,··· ,L−1}\i

(
H

t
i

)T ⊙
((

H̃
t
i

)T
)−1




⊙
(
H

L
i

)T

=




0S1×S1
0S1×(M−S1) 0S1×N

0S2×S1
G

2
i[(S1+1)→M] G

2
i[N]

...
...

...
0St×S1

G
t
i[(S1+1)→M] G

t
i[N]

...
...

...
0SL×S1

G
L
i[(S1+1)→M] G

L
i[N]




⊙




∏

t,t∈{2,··· ,L−1}\i

(
H

t
i

)T ⊙
((

H̃
t
i

)T
)−1





⊙
(
H

L
i

)T

. (15)

(15) shows how to keep theith sessionϕi’s information
and remove other sessions’ information simultaneously. The
equivalent generator matrix corresponds to theith sessionϕi

after using the NCDM scheme atDi, can be expressed as

G̃
i
i =

[
0Si×Ai

ISi
0Si×(Bi−SL) G

i
i[N ]

]

=
[
0Si×Ai

ISi
0Si×(Bi−SL) P

i
i

]
. (16)

Let Φi represent the term of(
∏

t,t∈{1,··· ,L−1}\i (H
t
i)

T ⊙
((

H̃
t
i

)T)−1
)

⊙
(
H

L
i

)T
.

In a matrix form,Φi can be expressed as

Φi =




0S1×Ai
0S1×Si

0S1×(Bi−SL) P
1
i

...
...

...
...

0Si−1×Ai
0Si−1×Si

0Si−1×(Bi−SL) P
i−1
i

0Si×Ai
ISi

0Si×(Bi−SL) 0Si×N

0Si+1×Ai
0Si+1×Si

0Si+1×(Bi−SL) P
i+1
i

...
...

...
...

0SL×Ai
0SL×Si

0SL×(Bi−SL) P
L
i

0N×Ai
0N×Si

0N×(Bi−SL) IN




, (17)

︸ ︷︷ ︸
(M−SL) columns

︸ ︷︷ ︸
N columns

where for the firstM − SL columns, all the elements are
equal to zero except an identity submatrixISi

of sizeSi×Si,
see (17). For the lastN columns ofΦi, the firstL submatrices
correspond to the parity part matrices ofG

t
i, t ∈ {1, · · · , L}\i,

which are given by (1). The lastN rows form an identity
matrix, as shown in (17).

Let [m1 · · · mi · · · mL] represent an arbitrary row
of the data matrix[m1 · · · mi · · · mL]. At destina-
tion nodeDi, after the NCDM scheme, we can obtain the
equivalent received signal as

riΦi

=
[
αi ⊗

√
Eb

(
J− 2[m1 · · · mi · · · mL]⊙Gi

)]
Φi

+niΦi, (18)

whereαi is the fading coefficient of size1× (M +N).
Ji′ is thei′th element ofJ. βi′ is thei′th element ofβ, and

β = [m1 · · · mi · · · mL]⊙Gi. Ψj represents the set
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formed by the indices of positions of all the non-zero elements
in the jth column ofΦi.

When
(
⊕∑i′∈Ψj

Ji′
)
− 2

(
⊕∑i′∈Ψj

βi′

)
6= 0 for arbi-

trary j, j ∈ {1, 2, · · · ,M + N − SL}, we can construct a
coefficientα′

i, andα′
i is of size1×(M+N−SL). α′

i,j is the

jth element ofα′
i, andα′

i,j =

∑

i′∈Ψj
αi,i′ (Ji′−2βi′ )

(

⊕
∑

i′∈Ψj
Ji′

)

−2
(

⊕
∑

i′∈Ψj
βi′

) .

Then (18) can be written as

riΦi = α
′
i ⊗

√
Eb

(
J⊙Φi − 2[mi]⊙ G̃

i
i

)
+ niΦi, (19)

When
(
⊕∑i′∈Ψj

Ji′
)
− 2

(
⊕∑i′∈Ψj

βi′

)
= 0, the per-

formance becomes degraded. We will analyze this case in
Section IV.

It can be seen from (19) that only sessionϕi’s data packet
[mi] is included in the equivalent received signal vectorriΦi.
When i = L, the same conclusion can be obtained.

IV. PERFORMANCEANALYSIS AND THE GENERATOR

MATRIX DESIGN CRITERIA

In this section, we analyze the performance of theparallel
session model with the proposed NCDM scheme at the desti-
nation nodes. At first, based on the equivalent received signal
vector after implementing the NCDM scheme defined in (19),
the impact of the proposed NCDM scheme on the information
and noise parts of the received signalri is analyzed. Then
the LDGM codes design criteria are introduced based on the
analytical results.

It can be seen from (19) that the equivalent received signal
vector riΦi consists of two parts, the information partJ ⊙
Φi − 2[mi] ⊙ G̃

i
i and the noise partniΦi. Also, it can be

seen from (19) that the equivalent received signal vector only
contains the data packets from theith sessionϕi, [mi]⊙ G̃

i
i.

However, an extra matrixΦi is introduced into the received
signal vector. A row vectorJ⊙Φi is given by

J⊙Φi = J̃−∆, (20)

whereJ̃ is a row vector of size1 × (M +N − SL) with all
elements equal to one.∆ = [∆1, · · · ,∆k, · · · , ∆M+N−SL

]
is a row vector of size1 × (M + N − SL), in which the
element∆k, k ∈ {1, 2, · · · ,M +N −SL} is reciprocal of the
corresponding element inJ⊙Φi in the field of GF(2).

The noise part of (19),niΦi, is denoted byñi, ñi =
[ñi,1, · · · , ñi,k, · · · , ñi,M+N−SL

]. The relationship between
ni and ñi can be represented as

ñi = niΦi = [ni,1, ni,2, · · · , ni,M+N ]Φi. (21)

Based on (20) and (21), (19) can be rewritten as

riΦi = α
′
i ⊗

√
Eb(J⊙Φi − 2[mi]⊙ G̃

i
i) + niΦi

= α
′
i ⊗

√
Eb(J̃−∆− 2[mi]⊙ G̃

i
i) + ñi (22)

= α
′
i ⊗

√
Eb(J̃− 2[mi]⊙ G̃

i
i) + ñi −α

′
i

√
Eb∆.(23)

From (22), thekth value ofriΦi, denoted by(riΦi)k, is
given by
{
α′
i,k

√
Eb(1− 2([mi]⊙ G̃i

i)k) + ñi,k, if ∆k = 0

α′
i,k

√
Eb(0− 2([mi]⊙ G̃i

i)k) + ñi,k, if ∆k = 1
, (24)

whereα′
i,k is thekth element ofα′

i, α
′
i,k = 1 for the AWGN

channel.([mi]⊙G̃i
i)k represents thekth element of[mi]⊙G̃

i
i.

In the following, we first present the relationship between
the column weight of the matrixΦi with the number of
sessions beingL and column weightρ of the generator matrix
G

t
i, t ∈ {1, · · · , L}\i. This relationship tells us how to set

the column weightρ of G
t
i given the number of sessions

L in the system, so that the introduced term ofΦi in (19)
has the minimum effect on the system performance. Then the
impact of the matrixΦi on the information part and the noise
part of the received signal vector will be analyzed separately.
Next, based on these analytical results, the equivalent received
signal-to-noise ratio (SNR) is derived. Finally, the network
code design criteria are summarized.

A. Relationship between Column Weight of the Matrix Φi, the
Number of Sessions L and Column Weight ρ of Gt

i

The number of sessionsL of the system, together with
the column weightρ of the matrixGt

i of the LDGM codes,
determine the column weight of the matrixΦi, which affects
the received signal vector in (19).

As shown in (20) and (21),∆ and ñi are directly related
to the column weight ofΦi. According to (20),∆ can be
expressed as

∆ = J̃− J⊙Φi. (25)

The nonzero submatrix of the firstM −SL columns in (17)
is
[
0Si×Ai

ISi
0Si×(Bi−SL)

]
. The firstM − SL elements of

∆ are [01×Ai
J1×Si

01×(Bi−SL)], whereJ1×Si
represents

a vector of size1 × Si with all one elements. Now, let
us move to the lastN elements of∆. As shown in (17),
the column weight ofΦi equals to the sum of the column
weights of theL− 1 parity part matricesPt

i plus one3, where
t ∈ {1, · · · , L}\i. As P

t
i is a part ofGt

i, we only need to
focus on the column weight ofGt

i. That is, the two terms
∆ and ñi given in (21) and (25), respectively, are related
to the generator matrix of the LDGM codes. Here, we only
consider regular LDGM codes, where the column weightρ of
G

t
i remains unchanged.
Let us first derive the relationship between the system

parameter, i.e., the number of sessionsL, the LDGM codes’
parameter, i.e., the column weightρ and∆. In the following,
we discuss separately the situations that the parametersL and
ρ are odd and/or even numbers.

• When the number of sessionsL is an even number

– If ρ is an odd number, then(L− 1)ρ is also an odd
number. As the column weight ofΦi equals to the
sum ofL − 1 columns’ weight of parity-check part
in G

t
i plus 1, the column weight ofΦi is even and

the lastN elements of the row vectorJ⊙Φi are all
zeros. According to (20) and (25),J⊙Φi = J̃−∆,
J̃ is a row vector with all one elements. Thus∆ is a

3The generator matrix of systematic LDGM codes can be expressed as
G = [I P], so the parity-check matrixH = [PT

I] and the transpose matrix

of H is given byHT =

[

P

I

]

. Thus, the column weight ofHT equals to

that ofP plus 1.
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row vector with all elements equal to one. It follows
that thekth element of∆, ∆k, can be expressed as
∆k = 1, if ρ is an odd number.

– If ρ is an even number, then(L−1)ρ is also an even
number, the column weight ofΦi is an odd number.
Thus the row vectorJ ⊙Φi has all elements equal
to one. By using the above method, the value of∆

can be derived. It is a row vector with all elements
equal to zero. Consequently,∆k can be expressed as
∆k = 0, if ρ is even.

From the above descriptions,∆k can be generally ex-
pressed as

∆k =





1, if L is an even number

and ρ is an odd number

0, if L is an even number

and ρ is an even number

. (26)

• When the number of sessionsL is an odd number

– No matter whetherρ is an odd or even number,
(L−1)ρ is always an even number. It follows that the
column weight ofΦi equals to(L− 1)ρ+ 1, which
is an odd number. Thus the row vectorJ ⊙Φi has
all elements equal to one. Based on (20) and (25),
J⊙Φi = J̃−∆, J̃ is a row vector with all elements
equal to one. Consequently,∆ is a row vector with
all elements equal to zero. Therefore,∆k can be
expressed as

∆k = 0, if L is odd. (27)

B. The Impact of the Matrix Φi on the Noise Part of the
Received Signal Vector

The number of sessionsL of the system and the column
weight ρ of the generator matrix of the formed LDGM code
for each session determine the received signal vector through
the column weight of the matrixΦi. In this subsection, we
first describe the impact of the matrixΦi on the noise part
of the received signal vector. Then, we derive the equivalent
received SNR based on the relationships described above.
The equivalent received SNR can be used to compare the
performance of the formed LDGM codes with variousL and
ρ values in the latter part of this section.

From (24), we can see that no matter what the value of∆k

is, the noise part is always̃ni,k. In other words,Φi always
affects the noise part of the received signal vector asñi =
niΦi.

The kth element of̃ni in (21) can be rewritten as

ñi,k =
∑

q∈Ωk

ni,q, (28)

whereΩk denotes a set, in which the elements are the row
indices of nonzero elements in thekth column of matrixΦi.
Ωk has (L − 1)ρ + 1 elements.ñi,k equals to the sum of
(L − 1)ρ + 1 elements inni, whereni is the channel noise
and ñi,k is the kth element ofñi. It can be seen that when
the value ofρ or L increases, the size ofΩk gets larger and

subsequentlỹni,k increases. The impact ofρ or L on the noise
part ñi in (21) increases.

Based on (23), thekth equivalent received signal(riΦi)k
can also be represented as





α′
i,k

√
Eb(1− 2([mi]⊙ G̃i

i)k) + ñi,k, if ∆k = 0

α′
i,k

√
Eb(1− 2([mi]⊙ G̃i

i)k) + ñi,k − α′
i,k

√
Eb,

if ∆k = 1

. (29)

To simplify the analytical expression, we assume that differ-
ent sessions have the same number of source nodes, denoted
by Me (Si = Me, i ∈ {1, 2, · · · , L}). From (24), it can
be seen thatΦi always affects the received signal vector,
regardless of the value of∆k. Let P (∆k = x), x ∈ {0, 1},
be the probability of the event that∆k equals tox. From (29)
and based on the relationship among the row vector∆, noise
ñi and column weight ofGt

i, an equivalentSNR, which is
denoted bySNR, can be expressed as

SNR =
1

Me +N

{ Me∑

k=1

|α′
i,k|2Eb

N0

+

Me+N∑

k=Me+1

[
P (∆k = 0)

|α′
i,k|2Eb

(L− 1) ρN0 +N0

+P (∆k = 1)
|α′

i,k|2Eb

|α′
i,k|2Eb + (L− 1) ρN0 +N0

]}
.(30)

From (26) and (30), we can see that the value ofSNR is
affected by the column weightρ of G

t
i and the number of

sessionsL.

C. Unstable Zero Elements

In this part, we analyze the performance of systems with
different number of sessions and with different column weights
of the formed LDGM codes. The problem, unstable zero
elements, which is caused by right multiplication ofΦi, is
elaborated. The impacts of these unstable zero elements on
the performance of the formed LDGM codes with differentL
and ρ values are analyzed, by using the equivalent received
SNR derived in Section IV-B.

In Section IV-B, the relationship between the noise part
in (21) andρ has been investigated. Here we investigate the
relationship between the information partJ⊙Φi−2[mi]⊙G̃

i
i

andρ.
The information part,J⊙Φi − 2[mi]⊙ G̃

i
i, is denoted by

X, X = [x1, · · · , xk, · · · , xM+N−SL
]. From (20), we can see

that the elements ofJ⊙Φi are determined by∆. Similar to
the previous subsection, we discuss the situations whenL and
ρ are even and/or odd numbers separately.

• When L is an even number, as shown in (26), the value
of each element in∆ depends onρ. Whenρ is an odd
number,∆k equals to1; whenρ is an even number,∆k

equals to0. Therefore, each element inJ ⊙Φi has two
possible values,0 or 1. Moreover,([mi]⊙G̃i)k may equal
to 0 or 1. Thus, an element ofX, such asxk has four
possible values, shown below

xk =





+1, if ∆k = 0, ([mi]⊙ G̃i
i)k = 0

−1, if ∆k = 0, ([mi]⊙ G̃i
i)k = 1

0, if ∆k = 1, ([mi]⊙ G̃i
i)k = 0

−2, if ∆k = 1, ([mi]⊙ G̃i
i)k = 1

.(31)
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The kth equivalent received signal̃rk can be expressed
as r̃k = xk + ñk. With BPSK demodulation rule,̃rk
can be detected as either+1 or −1. Apparently, when
xk ∈ {+1,−1,−2}, r̃k can be easily detected as either
+1 or−1. However, whenxk = 0, r̃k has a probability of
1
2 to be correctly detected. Thus, the incorrectly detected
values associated with zero elements introduce errors.
We refer to these zero elements as theunstable zero
elements.
The unstable zero elements are introduced by right
multiplication of Φi by the received signal vector. The
probability of generating unstable zero elements can be
expressed as

P (xk = 0) = P (∆k = 1)P
(
([mi]⊙ G̃i

i)k = 0
)
, (32)

whereP (∆k = 1) denotes the probability of the event

∆k = 1. P
(
([mi]⊙ G̃i

i)k = 0
)

denotes the probability

of the event([mi]⊙ G̃i
i)k = 0. If P (∆k = 1) = 0, then

P (xk = 0) = 0.
We assume that there areN relay nodes in the network.
If source nodes are selected randomly in the relay phase,
then (32) can be rewritten asP (xk = 0) = 1

2
N

Me+N
× 1

2 =
N

4(Me+N) .
These unstable zero elements, which are generated by
right multiplication ofΦi by the received signal vector,
cause extra errors with probability12P (xk = 0). These
errors would result in lower equivalent SNR and degrade
the decoding performance.

• When L is an odd number, ∆k always equals to0.
From (31) we can see thatxk is +1 or −1. Therefore,
whenL is an odd number,xk can be decoded correctly
with a high probability.
When the column weight of each generator matrix is
an even number, the session has a better performance
compared with the one whose generator matrix has an
odd column weight.

– If the column weight of the matrixGt
i is an even

number, the probabilityP (∆k = 1) in (32) equals
to 0. Thus, in case ofP (xk = 0) = 0, no unstable
zero elements are generated in the information part
of the signal vector.

– If the column weight is an odd number, some un-
stable zero elements in the information part of the
signal vector will be generated. These zero elements
lead to the worse performance.

If the column weight ofGt
i is a smaller value, the

equivalent noise in (28) reduces, so the code performance
is better than that with a bigger column weight.
As we discussed in (27), whenL is odd,∆k = 0. It means
that no unstable zero elements are produced regardless of
the value ofρ. In addition, the code with a smaller column
weight has a better performance.

Based on the previous analysis, we can design network
codes to achieve desired performance by properly selectingthe
code parameters according to the situation of the entire system.
The code design criteria is summarized in the following.

D. Network Codes Design Criteria

As mentioned in (1),Gt
i is the sessionϕt’s generator matrix,

seen fromDi. H
t
i is the corresponding parity-check matrix

of Gt
i. On the one hand, we should notice that whenL is an

even number, it is necessary to make sure that after the NCDM
scheme, the generator matrices have desired column weights.
As indicated in (24), (26) and (27), the column weightρ of
G

t
i must be chosen to be an even number ifL is even. When

L is an odd number, the column weight ofG
t
i can be chosen

as either an even or odd number, such that,P (∆k = 1) = 0
andP (xk = 0) = 0 do not produce unstable zeros elements.
On the other hand, we need to select the column weight ofG

t
i

as small as possible to reduce the effect from the noise part
of (19). Based on the above explanation, to minimize a code
error performance, the code design criteria can be summarized
as

• Make sure that the column weight of each generator
matrix G

t
i is an even number ifL is an even number. If

L is an odd number, the column weight of each generator
matrix G

t
i can be either an even or odd number.

• Minimize the column weight of the generator matrixGt
i,

i.e., ρ = 2 whenL is an even number;ρ = 2 or ρ = 3
whenL is an odd number.

V. PERFORMANCEEVALUATION

In this section, we present simulation results for the pro-
posed NCDM scheme. Due to the time-varying channels in
the wireless network, within each transmission round, the
LDGM code is generated on-the-fly to match the instantaneous
network topology. The performance4 of the designed code is
based on the ensemble average performance. We consider a
wireless network with3 or 4 sessions, respectively. In the
simulation, each session has300 source nodes5, sending data
packets to its corresponding destination node via a common
relay network. For convenience, we assume that the number
of relay nodes equals the total number of source nodes in the
investigated networks.

A. BER Performance

We assume that all source nodes have data packets to
transmit. All the source-relay channels in the network are

4In this paper, the effect from asynchronisation to the performance of both
the serial session model and theparallel session model is not considered.
Asynchronisation in distributed wireless network will cause collisions and idle
periods among transmissions from different sensor nodes. Collisions cause the
BER performance to be deteriorated for both theserial session model and the
parallel session model. The throughput of both the two session models will
decrease with the increasing of idle periods.

5The simulation parameter,300 source nodes in each transmission session,
is arbitrarily chosen. In a practical network, the number ofsource nodes is
determined by the topology of the network. We also can set different values
to the parameter according to the requirements in differentapplications. Note
that there exists a trade-off between the end-to-end delay and the performance.
Assume that the threshold of the end-to-end delay isΓ. ℓH , ℓC and ℓI
represent the length of the header, the CRC part, and the information data
part of one data packet, respectively. WhenℓH+ℓC

ℓI
< Γ

M−Γ
, the additional

time required for transmitting the information data in theparallel session
model is tolerable. In general, the length of the information data part is much
larger than the length of the header and the CRC part in one data packet,
i.e., ℓI ≫ ℓH + ℓC . Thus, ℓH+ℓC

ℓI
is a very small value. Therefore, we can

come to the conclusion that in the general case, the end-to-end delay in the
parallel session model is small and tolerable.
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spatially independent and have equal transmitting power.
By a serial session model, we refer to multiple groups of
source nodes communicating with their respective destinations
through a common relay network one by one. On the other
hand, theparallel session model refers to multiple groups of
source nodes communicating with their respective destinations
through a common relay network simultaneously. In the pre-
sented figures, the label “no interference” corresponds to the
serial session model. “NCDM” refers to theparallel session
model and at each destination the NCDM scheme is used.

Fig. 4 (a) presents the performance comparison of various
column weights ofGt

i, (i.e., ρ = 2 and ρ = 3), for an
even number of sessions (i.e.,L = 4). As we discussed in
Section IV-C, when the number of sessionsL is an even
number, if the column weightρ of G

t
i is an even number,

only the noise part in (19) is affected. As a result, the BER
performance gap between theserial session model andparallel
session model is smaller than the one for the case whenρ
is an odd number. Note that when the column weightρ is
an odd number, both the information part and the noise part
in (19) are affected, and the BER performance gets worse. The
observation is consistent with the theoretical analysis results.
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(a) The number of sessions isL = 4.

E
b
/N

0
 (dB)

0 2 4 6 8 10 12 14 16 18

B
E

R

10-5

10-4

10-3

10-2

10-1

100

AWGN,ρ=2,No interference
AWGN,ρ=2,NCDM
AWGN,ρ=3,No interference
AWGN,ρ=3,NCDM
Fading,ρ=2,No interference
Fading,ρ=2,NCDM
Fading,ρ=3,No interference
Fading,ρ=3,NCDM
AWGN,Rep. Codes,d=3
Fading,Rep. Codes,d=3

(b) The number of sessions isL = 3.

Fig. 4. The BER performance comparison between two different column
weights of generator matrix, i.e.,ρ = 2 andρ = 3, over AWGN and Rayleigh
fading channels, respectively. The number of sessions isL = 3 and4.

Fig. 4 (b) presents the performance comparison of various
column weights ofGt

i, (i.e., ρ = 2 and ρ = 3), with an
odd number of sessions (i.e.,L = 3). As we discussed in
Section IV-C, when the number of sessions is an odd number,
only the noise part in (19) is affected. The smaller the column
weight ρ of G

t
i is, the closer the BER performance of the

parallel session model with NCDM to that of theserial session
model. From Fig. 4 (b) we can see that whenρ = 2, the BER
performance of theparallel session model is very close to the
one for theserial session model.

The idea of the repetition code is to repeat the message
several times. We consider that there areL = 3 and4 sessions
in the network. After using the NCDM scheme, the code
rate becomes 1

L+1 . Thus we compare the performance of
our proposed scheme with the repetition code with parameter
d = L, i.e., the messages are repeatedL times. From Fig. 4,
it can be seen that the proposed system achieves a significant
BER performance gain compared with the system with the
repetition codes in a high SNR region.

For the Rayleigh fading channel, the BER performance gap
between theserial session andparallel session model is much
larger than that of the AWGN channel, as shown in Fig. 4. This
is due to the information loss caused by LLR processing within
the NCDM scheme. For the fading channel, the difference
among the LLR values in the vector is much larger than that
of the AWGN channel. The smaller LLR values result in worse
BER performance gap between theserial session andparallel
session model over the fading channel.

B. System Throughput

The throughput performance of theparallel session model
with the NCDM scheme over AWGN and Rayleigh fading
channels are shown in Fig. 5. Let△tb represent the transmis-
sion time for one bit. Here, the throughput is defined as the
number of correctly delivered information bits by all the source
nodes in△tb. △t represents one time slot used to transmit one
data packet, and△t = ℓ△tb. ℓ is the length of one data packet.
One transmission period△T is defined as the time required to
transmit all the sources’ data packets and relays’ data packets
in one round. Assume that the source nodes in theith session
ϕi haveSi data packets to transmit in one transmission period,
and the number of correctly delivered data packets atDi

is Bi for the parallel session model andCi for the serial
session model, respectively. Then, the number of transmitted
data packets from all the sessions in one transmission period
is M =

∑L

i=1 Si, and the number of correctly delivered data
packets at all the destination nodes isB =

∑L

i=1 Bi for the
parallel session model andC =

∑L
i=1 Ci for theserial session

model, respectively.
Assume that TDMA is employed. For theserial session

model, the source nodes in transmission sessionϕi send their
date packets to the relay nodes separately in a number of
Si time slots. After all the source nodes inϕi sending their
data packets, the relay nodes begin to decode the received
data packets fromϕi, check the correctness of the decoded
packets by using CRC and put the correctly decoded packets
into their buffers. Then the relay nodes select a fix number
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of data from their buffers and perform network coding to
form network-coded data packets. Finally, the relay nodes
send their network-coded data packets to the destination nodes
in a number ofN time slots. The same operations between
the transmission sessions and the relay nodes run alternately
until the relay nodes assist all theL transmission sessions
completing their transmissions. The total time slots for the data
transmission from the source nodes to the destination nodes
in the serial session model is

∑L
i=1 Si + LN , i.e.,M + LN .

For theparallel session model, the source nodes in all the
L transmission sessions send their date packets to the relay
nodes in a number of

∑L

i=1 Si time slots. After all the source
nodes sending their data packets, the relay nodes deal with
the received data packets, perform network coding, and send
the formed network-coded data packets to the destinations in a
number ofN time slots. Thus, the total time slots for the date
transmission from the source nodes to the destination nodes
in the parallel session model is

∑L

i=1 Si +N , i.e.,M +N .
Let ℓH and ℓC represent the length of the header and the

CRC part of one data packet, respectively. The throughput of
the parallel session model with L source group-destination
pairs and theserial session scheme are calculated as follows:

ℓB − (ℓH + ℓC)B

(△T )parallel sessioin

=
ℓ
∑L

i=1 Bi − (ℓH + ℓC)
∑L

i=1 Bi∑L

i=1 Si△t+N△t

=
(ℓ− (ℓH + ℓC))

∑L

i=1 Bi

(
∑L

i=1 Si +N)ℓ△tb

=

(
1− ℓH+ℓC

ℓ

)∑L

i=1 Bi

M +N
/△tb (33)

ℓC − (ℓH + ℓC)C

(△T )serial session

=
ℓ
∑L

i=1 Ci − (ℓH + ℓC)
∑L

i=1 Ci∑L

i=1 Si△t + LN△t

=
(ℓ− (ℓH + ℓC))

∑L

i=1 Ci

(
∑L

i=1 Si + LN)ℓ△tb

=

(
1− ℓH+ℓC

ℓ

)∑L

i=1 Ci

M + LN
/△tb (34)

In general, ℓH+ℓC
ℓ

is a very small value. The effect from
the overhead to throughput is very small.

It can be seen from Fig. 5 (a), the throughput for the
parallel session model with the NCDM scheme significantly
outperforms theserial session scheme. This is due to the fact
that at each time unit, theserial session model only allows one
source group to be relayed, while theparallel session model
with the NCDM scheme allows all the sessions’ data packets
to be relayed simultaneously. From (33) and (34) we can see,
whenB = C, the throughput of theparallel session model
is L+1

2 times that of theserial session model. In addition, we
should notice that the BER performance of theparallel session
model with the NCDM scheme approaches that of theserial
session model over AWGN channels, as shown in Fig. 4.

Next, we compare the throughput of the NCDM scheme
with a similar scheme, which use theparallel session model
but make BP decoding without canceling any interference. In
the similar scheme, at each destination node, though only the
information from its own session is required, the information
from all theL transmission sessions are recovered. The com-
parison of the throughput of system with the NCDM scheme
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(a) Throughput comparison between the serial session and
the parallel session models.
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(b) The parallel session model with the NCDM scheme and
the similar scheme.

Fig. 5. Throughput comparison between (a) the serial session and the parallel
session models, (b) the parallel session model with the NCDMscheme and
the similar scheme, forL = 3 and4, Si = 300, N = 900 and1200, over
AWGN and Rayleigh fading channels.

and the similar scheme is shown in Fig. 5 (b).

It can be seen from Fig. 5 (b), the throughput for the
parallel session model with the NCDM scheme is worse than
the similar scheme at lowEb/N0 region. This is due to the
fact that there are no interference problems among different
sessions when using the similar scheme, while theparallel
session model with the NCDM scheme has to deal with
the inter-session interference. The throughput of theparallel
session model with the NCDM scheme approaching to that
of the similar scheme as the value ofEb/N0 increases. At
the region whereEb/N0 ≥ 6dB for the AWGN channels
and Eb/N0 ≥ 10dB for the Rayleigh fading channels, the
throughput of theparallel session model match that of the
similar scheme. However, in the similar scheme, the informa-
tion from all the sessions is recovered at all the destinations.
Thus, though the similar scheme can achieve better throughput
performance, it cannot satisfy the security requirement ofthe
applications considered in this paper.
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C. Complexity

For simplicity, in our investigation we assume that the
number of source nodesM from all the sessions equals the
number of relay nodesN , i.e.M = N . We further assume that
the number of source nodesMe in each session is the same,
that isMe = M/L. We define the computational complexity
as the total number of additions and multiplications. When
L >> 1, N >> 1 and the column weight of the generator
matrix G

t
i, ρ ≥ 2, the computational complexity for the

NCDM scheme can be expressed by(L− 1)ρN < LρN .
Table I presents a summary of the complexity for the

system models applying respectively repetition codes, the
serial session model and theparallel session model with
NCDM scheme. The system complexity includes the relaying
complexity, the computational complexity of implementing
interference cancelation by the proposed NCDM scheme and
decoding complexity at the destination nodes.

As the decoding complexity of the three systems are the
same, here, we only focus on discussing the computational
complexity of implementing the proposed interference can-
celation scheme. For theparallel session model with the
proposed NCDM scheme, can be approximated asO(LρN).
Compared with theserial session model, the additional com-
putational complexity to carry out interference cancelation
process is a linear function ofN andL.

VI. CONCLUSION

In this work, we investigated the distributed network coding
schemes for aparallel session model with network code divi-
sion multiplexing scheme. Inparallel session model, multiple
relays were shared among multiple sessions. We considered
the inter-session interference problem of multicasting data
packets from multiple groups of source nodes to their respec-
tive destination nodes via a common wireless relay network.
We proposed a NCDM scheme for theparallel session model
to remove the inter-session interference.

In the system analysis, we found that the proposed NCDM
scheme is able to minimize the inter-session interference at
each destination. However, it also introduced some unstable
zero elements and extra noise problems, which affect the
formed code’s BER performance. Based on the analysis, we
investigated the relationship among the equivalent received
signal vector, the number of sessions and column weight of
the generator matrix. A code design criteria for the generator
matrix construction was proposed. Simulation results showed
that by constructing the generator matrix of the LDGM code
following the proposed code design criteria, the problems
caused by the NCDM scheme can be managed effectively and
the BER performance can be improved significantly.

We further evaluated the proposed NCDM scheme in terms
of the system throughput and complexity. From the evaluation
we can see that the throughput of theparallel session model
with the proposed NCDM scheme isL+1

2 times that of the
serial session model. Our complexity evaluation showed that
the proposed NCDM scheme for aparallel session model has a
linear computational complexity in the number of relay nodes
N and the number of sessionsL.
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[17] K. Pang, Z. Lin, B. Uchôa-Filho, and B. Vucetic, “Distributed network
coding for wireless sensor networks based on rateless LT codes,” IEEE
Wireless Commun. Lett., vol. 1, no. 6, pp. 561–564, Dec. 2012.

[18] K. Pang, Z. Lin, Y. Li, and B. Vucetic, “Design of distributed network-
channel codes for wireless sensor networks,” inProc. of IEEE ICC’11,
Kyoto, Japan, Jun. 2011, pp. 1–5.

[19] J. Garcia-Frias and W. Zhong, “Approaching Shannon performance by
iterative decoding of linear codes with low-density generator matrix,”
IEEE Commun. Lett., vol. 7, no. 6, pp. 266–268, Jun. 2003.

[20] (2011) Newington smart village. [Online]. Available:http:
//www.ausgrid.com.au/Common/Network-projects/Network-projects/
Smart-grid-projects/Smart-Grid-Smart-City/Newington-Smart-Village.
aspx

[21] J. Massey, “An introduction to contemporary cryptology,” Proc. IEEE,
vol. 76, no. 5, pp. 533–549, May 1988.

[22] E. Lee, M. Gerla, and S. Oh, “Physical layer security in wireless smart
grid,” IEEE Commun. Magazine, vol. 50, no. 8, pp. 46–52, Aug. 2012.

[23] S. Sharma, Y. Shi, J. Liu, T. Hou, S. Kompella, and S. Midkiff, “Network
coding in cooperative communications: friend or foe?”IEEE Trans.
Mobile Computing, vol. 11, no. 7, pp. 1073–1085, Jul. 2012.

[24] M. Maddah-Ali, A. Motahari, and A. Khandani, “Signaling over
MIMO multi-base systems: Combination of multi-access and broadcast
schemes,” inProc. IEEE ISIT’06, Seattle, WA, USA, Jul. 2006, pp.
2104–2108.

[25] B. Nourani, A. Motahari, and A. Khandani, “Relay-aidedinterference
alignment for the quasi-static interference channel,” inProc. IEEE
ISIT’10, Austin, Texas, USA, Jun. 2010, pp. 405–409.

[26] O. Ayach, S. Peters, and R. Heath, “The practical challenges of inter-
ference alignment,”IEEE Wireless Commun., vol. 20, no. 1, pp. 35–42,
Feb. 2013.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TWC.2015.2442581, IEEE Transactions on Wireless Communications

13

TABLE I

THE SUMMARY OF THE COMPLEXITY FOR THE SYSTEM MODELS APPLYING RESPECTIVE REPETITION CODES, THE serial session MODEL, AND THE

parallel session MODEL WITH THE PROPOSEDNCDM SCHEME.

Scheme Relaying Complexity
Interference Cancelation

Decoding ComplexityComputational Complexity
Repetition Codes 0 0 O(N)
Serial Session Model O(N) 0 O(N)
Parallel Session Model O(N) O(LρN) O(N)

[27] T. Gou, S. Jafar, C. Wang, S. Jeon, and S. Chung, “Alignedinterference
neutralization and the degrees of freedom of the2× 2× 2 interference
channel,”IEEE Trans. Inf. Theory, vol. 53, no. 10, pp. 3755–3773, Oct.
2007.

[28] H. Zhu and J. Wang, “Chunk-based resource allocation inOFDMA
systems-Part I: Chunk allocation,”IEEE Trans. Commun., vol. 57, no. 9,
pp. 2734–2744, Sep. 2009.

[29] ——, “Chunk-based resource allocation in OFDMA systems-Part II:
joint chunk power and bit allocation,”IEEE Trans. Commun., vol. 60,
no. 2, pp. 499–509, Feb. 2012.

[30] S. Lin and D. Costello,Error Control Coding: Fundamentals and
Applications, 2nd ed. New Jersey: Prentice Hall, 2004.

[31] D. MacKay, “Good error-correcting codes based on very sparse matri-
ces,” IEEE Trans. Inf. Theory, vol. 45, no. 2, pp. 399–431, Mar. 1999.

[32] J. Gentle,Matrix Algebra: Theory, Computations, and Applications in
Statistics, 1st ed. New York: Springer, 2007.

[33] Z. Lin, Y. Li, and B. Vucetic, “Distributed network channel coding for
multiple access relay interference channels,” inProc. IEEE VTC’10-
Spring, Taipei, Taiwan, Jun. 2010, pp. 1–5.

Jing Yue received the B.S. degree in Telecommuni-
cations Engineering from Xidian University, Xi’an,
China, in 2008. She is currently working toward
the Ph.D. degree in Electrical Engineering at the
School of Electrical and Information Engineering,
The University of Sydney, Sydney, Australia.

She is with the National ICT Australia (NICTA).
Her research interests include channel and network
coding, and their applications in cooperative com-
munication systems.

Zihuai Lin (S’98-M’06-SM’10) received the Ph.D.
degree in Electrical Engineering from Chalmers Uni-
versity of Technology, Sweden, in 2006. Prior to
this he has held positions at Ericsson Research,
Stockholm, Sweden. Following Ph.D. graduation,
he worked as a Research Associate Professor at
Aalborg University, Denmark and currently as a
Senior Lecturer at the School of Electrical and
Information Engineering, The University of Sydney,
Sydney, Australia.

His research interests include graph theory,
source/channel/network coding, coded modulation, MIMO, OFDMA, SC-
FDMA, radio resource management, cooperative communications, small-cell
networks, 5G cellular systems etc.

Branka Vucetic (M’83-SM’00-F’03) Prof Branka
Vucetic currently holds the Peter Nicol Russel Chair
of Telecommunications Engineering at the Univer-
sity of Sydney. During her career she has held
various research and academic positions in Yu-
goslavia, Australia, UK and China. Her research
interests include wireless communications, coding,
digital communication theory and machine to ma-
chine communications.

Prof Vucetic co-authored four books and more
than four hundred papers in telecommunications

journals and conference proceedings. She has been elected to the grade of
IEEE Fellow for contributions to the theory and applications of channel
coding.

Guoqiang Mao (S’98-M’02-SM’08) received PhD
in telecommunications engineering in 2002 from
Edith Cowan University. He currently holds the
position of Professor of Wireless Networking, Di-
rector of Center for Real-time Information Networks
at the University of Technology, Sydney. He has
published more than 100 papers in international
conferences and journals, which have been cited
more than 3000 times. His research interest includes
intelligent transport systems, applied graph theory
and its applications in telecommunications, wireless

sensor networks, wireless localization techniques and network performance
analysis.

Ming Xiao (S’02-M’07-SM’12) received Bachelor
and Master degrees in Engineering from the Uni-
versity of Electronic Science and Technology of
China, ChengDu in 1997 and 2002, respectively.
He received Ph.D degree from Chalmers University
of technology, Sweden in November 2007. From
1997 to 1999, he worked as a network and software
engineer in ChinaTelecom. From 2000 to 2002, he
also held a position in the SiChuan communications
administration. From November 2007 to now, he has
been in Communication Theory, school of electrical

engineering, Royal Institute of Technology, Sweden, wherehe is currently an
Associte Professor in Communications Theory. He received the best paper
Awards in ”IC-WCSP” (International Conference on WirelessCommuni-
cations and Signal Processing) in 2010 and ”IEEE ICCCN” (International
Conference on Computer Communication Networks) in 2011. Dr. Xiao
received ”Chinese Government Award for Outstanding Self-Financed Students
Studying Aborad” in March, 2007. He got ”Hans Werthen Grant”from royal
Swedish academy of engineering science (IVA) in March 2006.He received
”Ericsson Research Funding” from Ericsson in 2010. Since 2012, he has
been an Associate Editor for IEEE Transactions on Communications, IEEE
Communications Letters (Senior Editor Since Jan. 2015) andIEEE Wireless
Communications Letters.

Baoming Bai (S’98-M’00) received the B.S. degree
from the Northwest Telecommunications Engineer-
ing Institute, China, in 1987, and the M.S. and Ph.D.
degrees in communication engineering from Xidian
University, China, in 1990 and 2000, respectively.

From 2000 to 2003, he was a Senior Research
Assistant in the Department of Electronic Engineer-
ing, City University of Hong Kong. Since April
2003, he has been with the State Key Laboratory
of Integrated Services Networks (ISN), School of
Telecommunication Engineering, Xidian University,

China, where he is currently a Professor. In 2005, he was withthe University
of California, Davis, as a visiting scholar. His research interests include
information theory and channel coding, wireless communication, and quantum
communication.

Kun Pang received the Ph.D. degree in Electrical
Engineering from the University of Sydney, Aus-
tralia, in 2013. From 2012 to 2015, he worked in
three different IT companies in Sydney, acting as
a technical support Engineer. In April, 2015, he
founded www.eeyou.com, focusing on e-commerce
business operations between Australia and China.


