
1
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Abstract—Wireless communication in a network of mobile
devices is a challenging and resource demanding task, due to the
highly dynamic network topology and the wireless channel ran-
domness. This paper investigates information broadcast schemes
in 2D mobile ad-hoc networks where nodes are initially randomly
distributed and then move following a random direction mobility
model. Based on an in-depth analysis of the popular Susceptible-
Infectious-Recovered epidemic broadcast scheme, this paper
proposes a novel energy and bandwidth efficient broadcast
scheme, named the energy-efficient broadcast scheme, which is
able to adapt to fast-changing network topology and channel
randomness. Analytical results are provided to characterize the
performance of the proposed scheme, including the fraction of
nodes that can receive the information and the delay of the
information dissemination process. The accuracy of analytical
results is verified using simulations driven by both the random
direction mobility model and a real world trace.

Index Terms—mobile ad-hoc networks, shadowing, fading,
connectivity, epidemic broadcast

I. Introduction
A mobile ad-hoc network (MANET) is a self-organizing

network comprising mobile devices like smart phones, tablet
PCs or intelligent vehicles. In a MANET, information dissem-
ination often relies on local ad-hoc connections that emerge
opportunistically as mobile devices move and meet each other.
The main challenge of data communication in a MANET
is the time-varying nature of ad-hoc connections, which is
attributable to two major factors: dynamic network topology
and channel randomness.

The dynamic topology of a MANET is caused by the mobil-
ity of wireless communication devices. Specifically, as mobile
users or intelligent vehicles move over time, the distances
between mobile devices are changing constantly, resulting in
time-varying wireless links. This makes many commonly-used
routing protocols (e.g. the well-known Ad hoc On Demand
Distance Vector (AODV) [1] or a basic flooding broadcast
algorithm [2]) less effective for MANETs, because they can
only disseminate information to the node(s) that is connected
to the source by at least one (multi-hop) path at the time instant
when the source node transmits. Further, differently from the
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store-forward pattern that AODV relies on to disseminate
information, information dissemination in MANETs has to
propagate by way of store-carry-forward that allows a node to
carry the information over a physical distance and forward to
other nodes over time. It has been widely recognized that the
dynamic topology of a MANET often resembles the topology
of a human network [3], [4], in the sense that the movement of
mobile devices in a MANET is not only similar to, but often
governed by, the movement of their human owners. In view of
this, epidemic schemes (e.g. [3]) have been proposed as a fast
and reliable approach to broadcast information in MANETs.
On the other hand, unlike the spreading of epidemic disease
in human networks, information dissemination schemes in
MANETs can often be carefully designed to meet certain goals
in addition to information delivery, such as achieving energy
efficiency or fulfilling certain delay constraint, as shown in
this paper.

In addition to the fast-changing network topology, channel
randomness also has a significant impact on the performance
of information broadcast in MANETs. It has been shown
that channel shadowing has negative impacts on information
dissemination in MANETs employing traditional routing al-
gorithms like AODV [5]. Moreover, the wireless connection
between two devices can also be affected by the availability
of spectrum resource. Due to scarcity of the radio frequency
spectrum, a frequency band is usually shared by more than one
service. Consequently, wireless communication between two
mobile devices is affected by temporal availability of spectrum
band in the vicinity of the devices. Due to these factors, i.e.
the uncertainty in the availability of spectrum band as well
as the shadowing and fading effects, wireless connections
between nodes are random and time-varying, which must
be considered in the design of information dissemination
schemes for MANETs. Therefore, it is challenging to establish
a distributed broadcast scheme for MANETs that is adaptive
to both dynamic topology and channel randomness, while
meeting the performance objectives, i.e. delay constraint and
energy efficiency.

This paper presents an energy-efficient broadcast scheme
for MANETs to address the aforementioned challenges. The
design of the broadcast scheme is based on an in-depth
analysis of the advantages and inadequacies of the widely-used
epidemic broadcast schemes. More specifically, the following
contributions are made in the paper:

1) an energy-efficient broadcast scheme is proposed, mo-
tivated by the analysis of the information dissemina-
tion process using the Susceptible-Infectious-Recovered
(SIR) scheme;
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2) analytical results are presented on the fraction of nodes
that receive the information broadcast by an arbitrary
node in a network using the proposed broadcast scheme;

3) it is shown that in comparison with the traditional
epidemic schemes, the proposed energy-efficient broad-
cast scheme consumes less energy and bandwidth while
meeting the same performance goal, measured by the
fraction of recipients;

4) the optimal design of the proposed broadcast scheme
that achieves the best performance using the minimum
amount of energy and bandwidth is proposed;

5) analytical results on the delay required for the informa-
tion to be received by a pre-designated fraction of nodes
in the network are derived;

6) different from many existing studies (e.g. [3], [4], [6]–
[9]), the analysis in this paper takes into account the
channel randomness; it is shown (in Sections IV-E and
V-A) that shadowing effects improve the performance
of the proposed broadcast scheme, measured by the
fraction of recipients and delay, which is in contrast to
previous studies, e.g. [5], considering traditional routing
algorithms;

7) the accuracy of analytical results is verified using sim-
ulations driven by both the random direction mobility
model and a real world trace.

Note that in scenarios where some network infrastructure
is available, i.e. heterogeneous networks, the communication
between devices and base stations can have a great potential of
improving network performance in terms of connectivity, delay
and throughput [10], [11]. Though this work focuses on homo-
geneous ad-hoc networks only, the analysis can also be useful
for further exploration into heterogeneous networks with in-
frastructure support [12]–[14], particularly when infrastructure
is introduced to facilitate multi-hop communications among
nodes, or in multi-hop networks with limited infrastructure
support. These networks include mobile social networks for
news/advertisement delivery [15], emergency communication
networks in the event of natural disasters [16], battlefields
communications, emergency rescue and conferences [17].

The rest of this paper is organized as follows: Section II
reviews related work. Section III introduces the system model.
The analysis of the information dissemination process is
presented in Section IV. Section V validates the analysis
using simulations. Finally Section VI concludes this paper and
discusses possible future work.

II. Related work

A number of existing studies on information dissemination
in wireless networks (e.g. [6]) focused on connected networks,
where a network is said to be connected at a time instant
if and only if (iff) there is at least one multi-hop path
connecting any pair of nodes. In mobile networks, it is often
unnecessary or impractical to require that a network is always
connected [3], [18], due to fast-changing network topology
or channel randomness. Hence this paper studies information
dissemination in MANETs from a percolation perspective, as
described formally in Section IV.

Epidemic broadcast schemes are popularly used for infor-
mation dissemination in MANETs. In [7], Chen et al. studied
the information dissemination process using a Susceptible-
Infectious (SI) epidemic scheme, where every node carries
the received information and forwards it to all nodes coming
into the radio range. The SI epidemic scheme is a reliable
but costly scheme due to a lack of a proper mechanism to
stop the transmission. Considering a Susceptible-Infectious-
Recovered (SIR) epidemic scheme, our previous work [4]
studied the information dissemination process in a MANET.
The SIR epidemic scheme postulates that nodes need to keep
transmitting for a prescribed time period before recovery (i.e.
stopping the transmission); nevertheless a long continuous
transmitting period required by the scheme can be difficult or
costly to implement in reality. Then in a conference version
of this work [19], we took shadowing effect into account and
proposed the opportunistic broadcast scheme. This paper takes
a further step by taking fast fading effect into consideration and
investigating the optimal design for the opportunistic broadcast
scheme that minimises the resource consumption.

In [20], Clementi et al. studied the speed of information
propagation in a mobile network where nodes move inde-
pendently at random over a square area. They obtained an
upper bound on the flooding time, which is the maximum
time required for all nodes of the network to be informed. In
[21], Jacquet et al. studied the information propagation speed
in mobile networks where nodes are uniformly distributed in a
bounded area. The nodes were assumed to move following an
i.i.d. random trajectory. An upper bound on the information
propagation speed, viz. ratio of the distance traveled by
information over a given amount of time, was obtained.

Different from the aforementioned two studies on the
information propagation speed (i.e. [20], [21]), this paper
focuses on analysing the fraction of nodes that can receive the
information. We choose to focus on the fraction of recipients
nodes because it is a key performance metric for information
broadcast in a network using the SIR scheme. Compared
with the Susceptible-Infectious (SI) forwarding scheme used
in [20], [21], using the SIR scheme a relay node does not
forward the received packets indefinitely, which reflects the
real world scenarios where mobile devices usually have limited
energy supply and/or buffer size. On the other hand, unlike
the SI-like schemes, the SIR scheme does not guarantee that
the information can be received by all nodes in a network,
and consequently the fraction of recipients becomes a key
performance metric, which is studied in this paper.

Moreover, a number of existing work in this area (e.g. [6],
[20]–[22]) considered the unit disk model, under which two
nodes are directly connected if and only if the Euclidean
distance between them is not larger than the radio range r0.
Differently, this work takes shadowing and fading effects into
consideration and shows that channel randomness can signifi-
cantly affect the performance of information dissemination in
mobile ad-hoc networks.

There are other broadcast schemes for MANETs beside
epidemic schemes. In [9], Friedman et al. reviewed some
gossip-based algorithms that can be suitable candidates for
information dissemination in MANETs. They pointed out
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that the design of energy and bandwidth efficient information
dissemination schemes for MANETs is a challenging and open
problem. A recent work [23] of Gao et al. proposed a novel
data forwarding strategy which exploits the transient social
contact patterns in social networks. They identified that the
low nodal density and the lack of global information are two
major challenges in effective data forwarding in delay tolerant
networks. We further note that in [24], Xiang and Ge et al.
first proposed an energy efficiency model for wireless cellular
networks, and on that basis built an analytical relationship
among the wireless traffic, wireless channel model and the en-
ergy efficiency. Their work suggested that the energy efficiency
optimization of wireless networks should consider the wireless
channel randomness. In this paper, these challenges are tackled
by introducing a distributed energy-efficient broadcast scheme
taking into account channel randomness.

Recently, vehicular ad-hoc networks have been identified as
another valuable application of mobile ad-hoc networks [25],
[26]. Due to the rapid development of autonomous driving
cars, vehicle-to-vehicle communication network or connected
vehicle technology has been attracting increasing interest
[27]. Due to the relatively slower speed of infrastructure
deployment, in a rather long transitional period, communi-
cations in many of these vehicular networks may receive
limited infrastructure support. Further, the controversial but
increasingly popular car-sharing services [28] create another
future application for mobile ad-hoc networks. For example,
the ad-hoc communication network formed by vehicles and
mobile users can significantly reduce the requirement and
dependence on mobile network operators. In light of these
interesting developments, the simulation section uses vehicle
ad-hoc network as a typical example to evaluate the analytical
results presented in this paper.

III. System model

A. Network model

Suppose that at some initial time instant (t = 0), a set of
N nodes are independently, randomly and uniformly placed
on a torus (0, L]2 [29]. It follows that the nodal density is
λ = N/L2. Then the nodes start to move according to the
random direction model (RDM) [30]. Specifically, at time
t = 0, each node chooses its direction independently and
uniformly in [0, 2π), and then moves in this direction thereafter
at a constant speed V . It has been shown in [31] that under
the aforementioned model, at any time instant t ≥ 0, the
spatial distribution of nodes is stationary and still follows the
uniform distribution. Note that the uniform spatial distribution
and random direction mobility are both simplified but widely-
used models in this field [29]–[31] to facilitate the analysis.
Further, we also evaluate the applicability of our analysis in
networks whose nodal distribution and mobility deviate from
the above assumption using a real world mobility trace, which
is described in detail in Section V-C.

A commonly-used radio propagation model in this field
is the unit disk model (UDM), under which two nodes are
directly connected iff the Euclidean distance between them is
not larger than the radio range r0. More specifically, under

the UDM, the received signal strength (RSS) at a receiver
separated by distance x from the transmitter is Pu(x) = Cpt x−η,
where C is a constant, pt is the transmission power common to
all nodes and η is the path loss exponent [32]. A transmission
is successful iff the RSS exceeds a given threshold pmin.
Therefore, the required transmission power pt allowing a radio
range r0 is pt =

pmin
C rη0.

The UDM is simple but unrealistic. In reality, the RSS
may have significant variations around the mean value; this
is typically taken into account in the log-normal shadow-
ing model (LSM) [32]. Under the LSM, the RSS attenu-
ation (in dB) follows a Gaussian distribution, i.e. there is
10 log10(Pl(x)/Cpt x−η) ∼ Z, where Pl(x) is the RSS under
LSM and Z is the shadowing factor, which is a zero-mean
Gaussian distributed random variable with standard deviation
σ. When σ = 0, the model reduces to the UDM [32]. Denote
by q(z) the probability density function (pdf) of the shadowing
factor Z; then:

q(z) =
1

σ
√

2π
exp

(
−

z2

2σ2

)
. (1)

Following common practice in the field [32], we consider
that the shadowing factors Z between all pairs of transmitter
and receiver are independent and all links are symmetric.

In addition to the above large-scale fading, this paper
considers a general model of small-scale fading, i.e. the
Nakagami-m fading model [33]. Assuming the Nakagami-m
fading, the RSS per symbol, ω̂, is distributed according to a
Gamma distribution with the following pdf [33]:

ζ̂(ω̂) =
mmω̂m−1

(E[ω̂])mΓ(m)
exp

(
−

mω̂
E[ω̂]

)
, ω̂ ≥ 0, (2)

where Γ(.) is the standard Gamma function and E[ω̂] = Pl(x)
is the mean RSS (over time), which is determined by the path
loss and shadowing effects. By choosing different values for
the parameter m, the Nakagami-m fading model easily includes
several widely-used fading distributions as its special cases
[33].

To incorporate both shadowing and fading effects, we adopt
a wireless connection model, named the general connection
model, which is built on the basis of the random connection
model introduced in [29]. Specifically, let Pg(pt x−η,Z,Ω):
<+ × < × < → [0, 1] be the RSS at a receiver separated
by distance x from the transmitter, where Z and Ω (called
channel factors) are random variables representing the ran-
dom variation of the RSS caused by shadowing effect and
small-scale fading effect respectively. Note that the analysis
in this paper allows a general form of the RSS function
Pg(pt x−η,Z,Ω), and the analytical results under the log-normal
shadowing model with Nakagami fading (called the Log-
normal-Nakagami model) are provided in Section IV as a typ-
ical example. Lastly, to be practically meaningful in modelling
the RSS attenuation, it is assumed that the RSS Pg(pt x−η,Z,Ω)
is a non-decreasing function of pt x−η, Z and Ω respectively.

B. Broadcast scheme

Suppose that a piece of information is broadcast from an
arbitrary node. Once a node receives the information for
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the first time, it becomes infectious. The infectious node
holds the information for a fixed amount of time τs (called
the sleep time interval) followed by a random amount of
time τr (to be described in the next paragraph), then re-
transmits the information (to all nodes directly connected to
the infectious node) once. Such a sleep-active cycle repeats for
a fixed number of times, denoted by a positive integer β, after
which the node recovers. A recovered node stops transmitting
the information and will ignore all future transmissions of
the same information. The information dissemination process
naturally stops (i.e. reaches the steady state) when there is
no infectious node in the network; and the nodes that have
received the information are referred to as the informed nodes.
It is obvious that the fraction of informed nodes is a key
performance metric of information dissemination in a given
network. Animation of an information dissemination process
is available on [34].

Note that the time interval between two consecutive trans-
missions is determined by two additive components: a pre-
designated sleep time interval τs and a random time interval
τr. The pre-designated waiting period τs is chosen to allow
sufficient time (e.g. Vτs ≥ 2r0) for a node to move away
from the location of its previous broadcast, thereby reducing
redundant transmission to the same nodes. The random time
interval τr introduces randomness in the transmitting time
instants, which can reduce collisions and contention between
nodes caused by simultaneous transmissions. Further, τr also
reflects the channel access time in some practical scenarios.
For example, using carrier sense multiple access (CSMA),
if a node finds the channel busy at the end of the pre-
designated sleep time interval τs, then the node needs to wait
a random time interval (viz. random back-off time) for the
next transmission opportunity. We include τr in our broadcast
scheme to introduce flexibility in determining the transmitting
time of each infectious node, so that a node can transmit at
its convenience (e.g. when the node using CSMA senses the
channel idle) in a decentralized manner while the performance
of broadcast in the whole network (e.g. measured by the
fraction of informed nodes) is still guaranteed. These features
are valuable for a MANET subject to dynamic topology and
channel randomness. In view of these features, the above
scheme is referred to as an energy-efficient broadcast scheme.

Note that when τr takes a constant value 0, τs → 0 and
βτs is a positive value, the above broadcast scheme becomes
a traditional SIR epidemic scheme (c.f. [3], [4]) with active
period βτs seconds. Further, when βτs → ∞, the broadcast
scheme becomes a SI epidemic scheme. The advantage of the
proposed broadcast scheme compared with the traditional SIR
scheme is discussed in detail later in Section IV-E.

The network described above is hereafter denoted by
G(η, σ, λ,V, r0, β, τs, τr). Further, we assume a sufficiently large
network, i.e. L � β(τs + max{τr})V , so that a node will not
be wrapped, through its motion in the torus, back to the point
where it became infected before it recovers.

IV. Analysis of the information dissemination process

A. The probability of direct connection

In order to incorporate channel randomness into the analy-
sis, we need the following lemma.

Lemma 1. Consider a set of transmitter-receiver pairs where
the wireless channel between each pair has shadowing factor
z and fading factor ω. Then there exists a constant value
rN(z, ω), called the radio range given the channel factors z
and ω, such that an arbitrary transmitter-receiver pair in
the aforementioned set of transmitter-receiver pairs is directly
connected iff the Euclidean distance between the transmitter
and receiver is less than or equal to rN(z, ω). Further, rN(z, ω)
is the solution of r to the equation Pg(ptr−η, z, ω) = pmin.

Proof: Given the values of the channel factor z and ω,
the randomness in the RSS disappears. Noting that Pg(pt x−η,
z, ω) is a non-increasing function of the distance x between
transmitter and receiver, the conclusion readily follows. Hence
the proof of the lemma is omitted.

Next, we consider a typical wireless channel model, i.e. the
Log-normal-Nakagami model, and obtain the associated value
of the radio range.

Lemma 2. Suppose that the wireless channel between a
transmitter and a receiver is subject to the Log-normal-
Nakagami model with channel factors Z = z and Ω = ω
respectively, then the radio range given the channel factors
z and ω is:

rN(z, ω) , r0ω
1/η exp

(
z ln 10

10η

)
, (3)

where r0 is the radio range under the UDM (c.f. Section III),
the pdf of Z is given by Eq. 1 and Ω follows a Gamma
distribution with mean 1.

Proof: Denote by x the distance between a transmitter
and a receiver. Subject to Nakagami-m fading, the RSS varies
around its mean value over time according to a Gamma
distribution with mean Pl(x), where Pl(x) = Cpt x−η10Z/10 is
the RSS under the log-normal shadowing model.

To facilitate the analysis, we introduce a random variable Ω

which follows a Gamma distribution with mean 1. Therefore,
the pdf of Ω is

ζ(ω) =
mmωm−1

Γ(m)
exp(−mω), ω ≥ 0. (4)

Further, it can be shown that for any constant C1 ∈ <, the
random variable C1Ω follows a Gamma distribution with mean
C1. Then under the Log-normal-Nakagami model, the RSS at a
receiver at distance x from the transmitter is Pg(pt x−η,Z,Ω) =

Pl(x)Ω = Cpt x−η10Z/10Ω.
Recall that two nodes are directly connected iff the

RSS exceeds a given threshold pmin. Without shadowing
and fading effects, i.e. considering path loss only, there
holds pmin = Cptr

−η
0 (c.f. Section III). With shadow-

ing and fading, there holds: Pr
(
Pg(pt x−η,Z,Ω) ≥ pmin

)
=

Pr
(
Cpt x−η10Z/10Ω ≥ Cptr

−η
0

)
= Pr

(
x ≤ r0Ω

1
η exp( Z ln 10

10η )
)
.
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Conditioned on the channel factors Z = z and Ω = ω
between two nodes, the two nodes are directly connected iff
their distance is not larger than r0ω

1/η exp( z ln 10
10η ).

B. The effective node degree

Definition 1. The effective node degree R0 of an infectious
node is the expected number of nodes that are directly
connected to the infectious node in at least one of the β
transmissions.

Note that R0 is the same for all nodes due to the stationarity
and homogeneity of node distribution on the torus. To compute
the effective node degree, we further need to calculate the
clustering factor as defined in the following.

Definition 2. The clustering factor φ(τs) is the expected
number of nodes that are directly connected to an infectious
node in both of two consecutive transmissions when the sleep
time interval is τs.

Using Lemma 2, we have the following results.

Lemma 3. In network G(η, σ, λ,V, r0, β, τs, τr). The clustering
factor satisfies

φ(τs) =

∫ ∞

0

∫ ∞

0

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

0

∫ π

0
Ap(θ, τs, rN(z1, ω1), rN(z2, ω2))

×
λ

π
pτ(τr)q(z1)q(z2)ζ(ω1)ζ(ω2)dθdτrdz1dz2dω1dω2, (5)

where Ap(θ, τs, r1, r2) is given by Eq. 6.

Proof: Denote by Θ the angle measured counterclockwise
from the moving direction of an infectious node to the moving
direction of an arbitrary node. Recall that the direction of a
node is randomly and uniformly chosen in [0, 2π), independent
of the directions of other nodes. Consequently, it can be shown
that the angle Θ is also uniformly distributed in [0, 2π).

Suppose that an infectious node transmits once at point S 1,
then it moves by distance (τs + τr)V to point S 2 and transmits
again, as shown in Fig. 1.

Fig. 1. An illustration to the nodes (in the shaded area Ap) that are
directly connected to an infectious node in both two consecutive transmissions
(occurring at S 1 and S 2). Symbols are defined in Lemma 3.

Next, we focus on a subset of nodes that fulfil the following
three conditions: 1) they move in direction Θ ∈ (θ, θ + dθ);
and 2) their RSS from the infectious node has channel
factors Z1 ∈ (z1, z1 + dz1) and Ω1 ∈ (ω1, ω1 + dω1) when

the infectious node transmits at S 1; and 3) their RSS from
the infectious node has channel factors Z2 ∈ (z2, z2 + dz2)
and Ω2 ∈ (ω2, ω2 + dω2) when the infectious node trans-
mits at S 2. Due to the independence of channel factors
and the mobility of nodes, these nodes are uniformly dis-
tributed with density λ

2πq(z1)q(z2)ζ(ω1)ζ(ω2)dθdz1dz2dω1dω2.
Among this subset of nodes, the nodes that are connected
to the infectious node in the first transmission are in the
disk centered at point S 1 with radius rN(z1, ω1), denoted by
C(S 1, rN(z1, ω1)). Further, when the infectious node transmits
at S 2, these nodes move by distance (τs + τr)V from being
contained in C(S 1, rN(z1, ω1)) to being contained in a new disk
C(B, rN(z1, ω1)) 1 as shown in Fig. 1. Then, the nodes that
are connected to the infectious node in both transmissions are
in the intersectional area C(S 2, rN(z2, ω2)) ∩ C(B, rN(z1, ω1)).
Denote by Ap(θ, τs, rN(z1, ω1), rN(z2, ω2)) the size of the in-
tersectional area C(S 2, rN(z2, ω2))∩C(B, rN(z1, ω1)). It can be
readily calculated using the following formula [35]:

Ap(θ, τs, r1, r2) = (6)

min(πr2
1, πr2

2), for ψ(θ, τs) ≤ |r1 − r2|

r2
1 arccos(ψ

2(θ,τs)+r2
1−r2

2
2r1ψ(θ,τs)

) + r2
2 arccos(ψ

2(θ,τs)+r2
2−r2

1
2r2ψ(θ,τs)

)
− 1

2

√
[(r1 + r2)2−ψ2(θ, τs)][ψ2(θ, τs)−(r1 − r2)2],

for|r1 − r2| < ψ(θ, τs) < r1 + r2

0, otherwise,

where ψ(θ, τs)=2(τs + τr)V sin θ
2 is the length of BS 2.

Next we consider all subsets of nodes. Note that only the
cases for θ ∈ [0, π) need to be calculated due to symmetry.
Then it can be shown that the clustering factor satisfies φ(τs) =

λE[Ap(θ, τs, rN(z1, ω1), rN(z2, ω2))].

Remark 1. The results of Lemma 3 can be extended to dif-
ferent channel models by substituting the pdfs of the channel
factors z1, z2, ω1 and ω2.

Finally, we have the following theorem for the value of R0.

Theorem 4. In network G(η, σ, λ,V, r0, β, τs, τr). Under the
Log-normal-Nakagami model, the effective node degree satis-
fies

R0 ≤ βλπr2
0 exp

(
(σ ln 10)2

50η2

) m
−2
η Γ(m + 2

η
)

Γ(m)
− (β − 1)φ(τs), (7)

where Γ(.) is the standard Gamma function and φ(.) is given
by Lemma 3.

Proof: We first consider two consecutive transmissions,
as illustrated in Fig. 1. Along the same lines as Lemma 3,
consider that the channel factors of the ith transmission (for
i = {1, 2, ..., β}) is Zi ∈ [zi, zi + dzi] and Ωi ∈ [ωi, ωi + dωi].
Define φ1,2(τs) to be the clustering factor of the two consec-
utive transmissions. It is straightforward that φ1,2(τs) is given
by the Eq. 5 without integrating over z1, z2, ω1 and ω2.

It is straightforward that the size of the area covered by the
radio range in the ith transmission is π(rN(zi, ωi))2. Further,
the size of the area wherein the nodes receive both the 1st

1The directions of nodes can differ by dθ, whose impact on the analysis
however becomes vanishingly small when dθ → 0 while (τs + τr)V is finite.
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and the 2nd transmissions is φ1,2(τs)/λ. Denote by AR the total
(union) size of the area wherein the nodes receive either one
of the 1st or the 2nd transmissions. It is straightforward that
AR = π(rN(z1, ω1))2+π(rN(z2, ω2))2 − φ1,2(τs)/λ.

Then the expected number of nodes that are directly con-
nected to an infectious node in either of the two transmissions
can be calculated using Eq. 1 and Lemma 2:∫ ∞

0

∫ ∞

0

∫ ∞

−∞

∫ ∞

−∞

(
λπ(rN(z1, ω1))2+λπ(rN(z2, ω2))2

−φ1,2(τs)
)
q(z1)q(z2)ζ(ω1)ζ(ω2)dz1dz2dω1dω2

= 2
∫ ∞

0

∫ ∞

−∞

λπ

(
r0ω

1/η exp(
z ln 10

10η
)
)2

1

σ
√

2π
exp

(
−

z2

2σ2

)
dzζ(ω)dω − φ(τs)

= 2
∫ ∞

0
λπr2

0ω
2/η exp

(
(σ ln 10)2

50η2

)
ζ(ω)dω − φ(τs)

= 2λπr2
0 exp

(
(σ ln 10)2

50η2

) m
−2
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η
)

Γ(m)
− φ(τs). (8)

Fig. 2. An illustration of the area covered by the radio range of an infectious
node during three transmissions at points A, B, and C sequentially. Consider a
set of nodes moving in the direction AA′. When the infectious node transmits
the third time (at point C), the nodes that have received the first and second
transmissions are in the disks centred at points A′ and B′ respectively.

Using the inclusion-exclusion principle, Eq. 7 can be readily
obtained. More specifically, if the number of transmissions is
β = 1, then R0 is equal to the first term in Eq. 7. If the
number of transmissions is β = 2, then R0 is equal to the two
terms in Eq. 7. Further, when β ≥ 3, the analysis involves
the intersectional area of more than two circles, as shown
in Fig. 2. To avoid complicated formulas, we only calculate
the intersectional area of two circles (viz. the term φ(τs)) and
provide an upper bound on R0 as shown in Eq. 7.

C. Percolation probability

We first study the fraction of informed nodes from a
percolation perspective [29] asymptotically, viz. we increase
the network area towards infinity (i.e. let L → ∞) while
keeping other parameters (i.e. λ,V, r0, β, τs and τr) unchanged.

Consider a realization of a network on a torus (0, L]2.
Denote by a constant N(L) the total number of nodes in this
network. Further denote by a random integer NR(L) the number
of informed nodes of a packet (i.e. the nodes that have received
the packet at the end of the information dissemination process)
in this network. Then it is straightforward that the fraction of
informed nodes of the packet in this network can be calculated

by NR(L)/N(L). Note that the fraction of informed nodes is
calculated for each information dissemination process in each
realization of a random network.

Note that in an infinite network, the network is said to
percolate if there exists a component of infinite size in the
network [29], [36], [37], where a component is a maximal set
of nodes in the network such that there is an end-to-end path
between every pair of nodes in the set. Percolation probability
is the probability that the network percolates. As widely used
in the study of percolation in random networks [29], we
consider asymptotic networks in this paper. More specifically,
we consider asymptotic networks where L→ ∞ while keeping
the nodal density unchanged. It is straightforward that the total
number of nodes in each realization of the network becomes
N(L)→ ∞.

Further note that, a series an depending on n is said to be
non-vanishingly-small if there exists a sufficiently-small posi-
tive constant ε and a positive integer n0 such that for all n > n0,
an > ε. In this paper, we are interested in the probability that
the random number NR(L)/N(L) is non-vanishingly-small as
N(L) approaches infinity, i.e. the probability that the fraction
of informed nodes is non-vanishingly-small. With a bit twist of
its standard definition, we call this probability the percolation
probability in our paper.

Definition 3. The percolation probability pc of a MANET
is the probability that a piece of information broadcast from
an arbitrary node can be received by a non-vanishingly-small
fraction of nodes asymptotically.

The main result of this subsection is as follows:

Theorem 5. In network G(η, σ, λ,V, r0, β, τs, τr) with effective
node degree R0. The percolation probability pc satisfies pc ≤

1 + 1
R0

W(−R0e−R0 ), where W(.) is the Lambert W Function.

Proof: We first model the information dissemination
process using a Galton-Watson branching process [38]. The
root (viz. the 0th generation) is the source node. The expected
number of children per node is given by R0. Denote by χ(k) the
number of individuals in the kth generation of the branching
process.

Define q , Pr(limk→∞ χ(k) → 0) to be the extinction
probability of the branching process, viz. the probability that
the number of individuals in the kth generation diminishes to
zero as k → ∞. It has been shown in [38, Theorem 6.5.1] and
[4] that the extinction probability q is the smallest non-zero
solution of q = exp((1−q)R0) as the number of nodes N → ∞.
Solving the equation, it can be obtained that q =

W(−R0e−R0 )
−R0

,
where W(.) is the Lambert W Function [39].

Next we establish the connection between the branch-
ing process and the information dissemination process in a
MANET. Denote by χN(k) the number of nodes in the kth

generation of the information dissemination process, where
the kth generation of the information dissemination process
consists of the nodes that receive the information for the first
time from a node belonging to the (k−1)th generation, and the
0th generation is the source node. Similarly as above, define
qN , Pr(limk→∞ χN(k) → 0) to be the extinction probability
of the information dissemination process. Because some of
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the R0 nodes that are connected to an infectious node may
have already received the information from other infectious
nodes, the number of children per node for the information
dissemination process is stochastically less than that in the
branching process introduced earlier. Therefore, there holds
χN(k) � χ(k) 2. Then there holds qN ≥ q =

W(−R0e−R0 )
−R0

.
Denote by p′c the probability that the information dissemi-

nation process does not go extinct. It is clear that p′c = 1−qN .
Further, it is obvious that the information dissemination pro-
cess does not become extinct is a necessary but not sufficient
condition for having an non-vanishingly small fraction of
informed nodes. Therefore, there holds pc ≤ p′c.

D. Expected fraction of informed nodes

Define z0 as the expected fraction of informed nodes in
the steady state of a percolated network. Then we report the
following two results:

Theorem 6. Consider a network (L → ∞), whose effective
node degree is R0. The expected fraction of informed nodes
in the steady state of a percolated network satisfies z0 ≤ 1 +
1

R0
W(−R0e−R0 ), where W(.) is the Lambert W Function.

Theorem 6 can be readily proved using a set of ordinary
differential equations and a mean field limit theorem that is
commonly used in the analysis of epidemic broadcast schemes,
c.f. [4], [40] and the reference herein. The proof is therefore
omitted here and the accuracy of the result is further verified
by simulation in Section V.

Theorems 5 and 6 show that the effective node degree
determines the performance of broadcast scheme. We next
present further analysis quantifying the value of the effective
node degree.

E. Energy and bandwidth efficiency

We next introduce the energy and bandwidth consumption
metrics. Specifically, assume that the time spent on transmit-
ting a packet of unit size over a single hop is a constant Tt.
Therefore the energy consumed in transmitting a packet is
Tt pt, denoted via a single constant E1 = Tt pt. Similarly, denote
by constant E2 the energy consumed when receiving a packet
at a single node.

Denote by random variable Di the node degree of a
randomly chosen node at a random time instant. Then the
sum of the energy consumption for a randomly chosen node
broadcasting a packet and the energy consumed by all its
neighbours in receiving the packet is evidently E1 + DiE2.
It then follows that the expected energy consumption for
a randomly chosen node broadcasting a packet and all its
neighbours receiving the packet is E1 +E[Di]E2, where E[Di]
is the average node degree.

Therefore, we can combine the energy consumption at a
single node, including energy consumed by other nodes in
receiving its packet, by a constant Ec = E1+E[Di]E2. As man-
ifested in the above equation, the overall energy consumption

2Using stochastic ordering, we say χN (k) � χ(k) iff Pr(χN (k) > c) ≤
Pr(χ(k) > c) for any constant c.

is directly related to the number of transmissions and equals
to the number of transmissions times Ec.

Similarly, if each transmission occupies (e.g. using CSMA)
the frequency band in an area whose expected size is Ac,
then the expected size of the area where the frequency band
is occupied by an infectious node during its β transmissions
is βAc. Therefore, the consumption of bandwidth is also an
increasing function of the number of transmissions. Therefore,
to save energy and bandwidth, we need to reduce the number
of transmissions β.

On the other hand, to meet a pre-designated broadcast per-
formance objective, measured by the percolation probability
and expected fraction of informed nodes, a certain number
of transmissions are required. Given the dependence of the
performance objective on the effective node degree (which is
determined by the number of transmissions β) and the reliance
of the energy and bandwidth consumption on the number
of transmissions β, we propose using the following ratio to
measure the energy and bandwidth efficiency of the proposed
broadcast scheme:

Y ,
R0

β
, (9)

which is the average effective node degree achieved per
transmission.

To improve energy and bandwidth efficiency, it is obvious
that the clustering factor, which characterises the amount of
overlap between two transmissions, needs to be reduced. The
following lemma reports a useful property of the clustering
factor φ(τs).

Lemma 7. The clustering factor φ(τs) is a monotone non-
increasing function of τs, when all other parameters (i.e.
η, σ, λ,V, r0, β and τr,) are fixed.

Proof: In Eq. 5, the only term determined by τs is the size
of the intersectional area

∫ π

0 Ap(θ, τs, rN(z1, ω1), rN(z2, ω2))dθ.
It can be shown (easily from Eq. 6) that for any given value of
θ, Ap(θ, τs, rN(z1, ω1), rN(z2, ω2)) is a non-increasing functions
of τs, then the conclusion follows that the clustering factor
φ(τs) is a monotone non-increasing function of τs.

Introducing the sleep time interval τs, the proposed broad-
cast scheme separates consecutive transmissions in both space
and time, allowing each transmission to be received by more
new nodes that have not received the information during the
previous transmission(s). This is more energy and bandwidth
efficient than the traditional forwarding schemes (e.g. SI or
SIR scheme) where an infectious node transmits the informa-
tion to every susceptible node coming into the radio range. To
quantitatively compare the energy and bandwidth efficiencies
between a traditional SIR 3 scheme and our scheme, we
consider a SIR scheme with a perfect neighbour discovery
mechanism where an infectious node only wakes up when
there is a new node coming into the radio range. Then the
energy and bandwidth efficiency of the SIR scheme can be

3We do not compare with the SI scheme [7] because it does not have a
proper mechanism of stopping transmission; hence its energy and bandwidth
consumption cannot be bounded.
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calculated in the same way as Eq. 9:

Ŷ ,
R0

R0 − λπr2
0 + 1

, (10)

where λπr2
0 is the expected number of nodes receiving the

first transmission and R0 − λπr2
0 + 1 is the expected number

of transmissions required by an infectious node using an ideal
SIR scheme to transmit a piece of information to R0 nodes.

As can be seen in Fig. 3, the proposed scheme has a
higher energy and bandwidth efficiency than the SIR scheme,
especially when the density is large. This is because when the
density is large, the traditional method needs to transmit fre-
quently to every new neighbor whereas the proposed scheme
can wait until the infectious node moves to a new region and
it will then transmit to a set of new nodes at the same time.

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3

x 10
−3
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1.5

2

2.5
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3.5

4
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E
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cy

UDM, β=2~4, λ=0.001~0.003, r
0
=20

 

 
Opportunistic Case 1
SIR Case 1
Opportunistic Case 2
SIR Case 2

Fig. 3. The energy and bandwidth efficiency metrics under the proposed
scheme (given by Eq. 9) and the traditional SIR scheme (given by Eq. 10).
Note that R0 in Eq. 10 takes the same value as the R0 in Eq. 9. In Case 1 and
Case 2, the proposed scheme transmits β = 2 and β = 4 times respectively.
Recall that the efficiency metric is a measure of the average effective node
degree achieved per transmission.

F. Information dissemination delay

Suppose that a piece of information is broadcast from an
arbitrary node at time t = 0 using the proposed broadcast
scheme. Let T (z) be the expected time when the fraction of
informed nodes reaches z, for 0 < z < 1.

Theorem 8. In network G(η, σ, λ,V, r0, β, τs, τr), whose effec-
tive node degree is R0. In a large network where L→ ∞ and
N = λL2 → ∞, there holds

T (z) ≥ τs

1 +
ln Nz

ln(1 +
R0
β

)

 . (11)

Proof: Recall that each infectious node has β trans-
missions separated by a random time interval τs + τr. In
this proof, we obtain a lower bound on the delay T (z) by
constructing a new network (denoted by GL) where the time
interval between any two consecutive transmissions of each
node is a constant τs and the infectious nodes never recover.
Then in the new network GL, all infectious nodes transmit
simultaneously at time τs, 2τs, 3τs, . . . . Hence, the delay of
information dissemination in the new network is a lower bound
on the delay in the original network because 1) each node
retransmits the information sooner (sleep time interval is τs

in the new network compared with τs + τr in the original

network), and 2) the number of transmissions of each node is
not smaller than or equal to that in the original network, and
3) the number of infectious nodes created by each infectious
node is not smaller than that in the original network (to be
described in the next paragraph).

Let ak be the total number of infectious nodes at time kτs

in the new network GL, for k ≥ 0. Initially, there is a0 = 1.
Denote by Qi ∈ {0, 1, 2, . . . } the number of nodes directly
connected to node i at a randomly-chosen time instant. Due
to uniform distribution of nodes and the fact that nodes move
independently of one another, it can be shown that qi has
an identical distribution across all nodes. Further, there is
E[Qi] = R0. Note that some of the nodes directly connected
to an infectious node (say node i) may have already received
the information. Hence the number of new infectious nodes
created by infectious node i at each transmission is not larger
than Qi. To obtain a lower bound on the delay, we consider that
the number of new infectious nodes created by an infectious
node (i) at a transmission is equal to Qi.

It is straightforward that the total number of infectious nodes
at time kτs obeys ak = ak−1 +

∑ak−1
i=1 Qi, but an explicit form

for ak is difficult to find [41]. To simplify the analysis, an
asymptotic model is used. Specifically, as we let L→ ∞ while
keeping the density N

L2 unchanged, the expected number of
children E[Qi] does not vary as N → ∞. Further because ak

only depends on ak−1 and the distribution of Qi, according to
the mean field limit [40], as N → ∞, the number of nodes in
the kth generation converges almost surely to the deterministic
form ak = ak−1 + ak−1E[Qi] = ak−1

(
1 +

R0
β

)
.

Then because a0 = 1, it follows that for N → ∞, ak =(
1 +

R0
β

)k
and

lim
n→∞

T (z) ≥ E
[
τs arg max

k
(ak ≤ Nz)

]
= τsE

[
arg max

k

(
(1 +

R0

β
)k ≤ Nz

)]
= τs

1 +
ln Nz

ln(1 +
R0
β

)

 . (12)

G. Optimization

In the previous sections, we postulated that the consecutive
transmissions of an infectious node are separated by a random
time interval τs+τr , τ. The randomly distributed time interval
τ reflects the uncertainty in the channel access time in practical
scenarios. This section disregards the technology limitation
(i.e. we assume that channel access time can be pre-determined
and there is no contention or collision between concurrent
transmissions of different nodes) and investigates the optimal
probability distribution of τ that maximises the effective node
degree when all other parameters (i.e. η, σ, λ,V, r0 and β) are
fixed.

Note that this section conducts optimization under the UDM
for β = 2 only (where the R0 is equal to the expression given
in Eq. 7). The same method can be applied to other scenarios
which however involve a non-trivial complex analysis (of the



9

intersection area of multiple circles) and hence are left as
future work. The performance of the information dissemina-
tion process using the optimal broadcast scheme is shown and
discussed later in Section V-A.

Theorem 9. Denote by pτ(τ) the pdf of the random time
interval τ. In networks under UDM, consider a set of proposed
broadcast schemes with β = 2 but using different sleep
strategies, i.e. different values of τs and different distributions
for τr. Among all sleep strategies with the same mean sleep
time interval E[τ], the optimal one that maximises the effective
node degree R0 is a strategy using a constant sleep time
interval with length E[τ].

Proof: Note that under UDM r1 = r2 = r0. Take the
second derivative of Eq. 6 with regard to τ, there results

∂2

∂τ2 Ap(θ, τ, r0, r0) = (13)
0, for ψ(θ, τ) = 0,
∂2

∂τ2 2r2
0 arccos(ψ(θ,τ)

2r0
) − ∂2 1

2

√
[(2r0)2−ψ2(θ,τ)][ψ2(θ,τ)]

∂τ2 ,

for 0 < ψ(θ, τ) < 2r0

0, otherwise.

First consider the second derivative of Eq. 6 for 0 < aτ <
2r0. Let a = 2V sin θ

2 . Then ψ(θ, τ) = aτ. Then there holds

A1 ,
∂2

∂τ2 2r2
0 arccos

(
ψ(θ, τ)

2r0

)
=

∂2

∂τ2 2r2
0 arccos

(
aτ
2r0

)
= −

2a3τr2
0√

4r2
0 − a2τ2(4r2

0 − a2τ2)
. (14)

Further,

A2 ,
∂2

∂τ2

1
2

√
[(2r0)2 − ψ2(θ, τ)][ψ2(θ, τ)]

=
a5τ3 − 6a3r2

0τ

(4r2
0 − a2τ2)

√
4r2

0 − a2τ2
. (15)

Then the second derivative of Eq. 6 for 0 < aτ < 2r0 is
given by

A1 −A2 =
−2a3τr2

0 − a5τ3 + 6a3r2
0τ

(4r2
0 − a2τ2)

√
4r2

0 − a2τ2
(16)

= a3τ
4r2

0 − a2τ2

(4r2
0 − a2τ2)

√
4r2

0 − a2τ2
> 0.

It is evident that Ap(θ, τ, r0, r0) is a convex function of
τ. Then according to the Jensen’s inequality, there holds
E[Ap(θ, τ, r0, r0)] ≥ Ap(θ,E[τ], r0, r0).

Then according to Lemma 3, the clustering factor is

φ(τ) =

∫ ∞

0

∫ π

0
Ap(θ, τ, r0, r0)

λ

π
pτ(τ)dθdτr

≥

∫ π

0

λ

π
Ap(θ,E[τ], r0, r0)dθ. (17)

Finally, according to Theorem 4, under UDM when β = 2,
R0 = 2λπr2

0 − φ(τ).

This means that among all distributions of the sleep time
interval τ with mean E[τ], the case where consecutive trans-
missions separate by a constant E[τ] minimises the clustering
factor φ(τ), consequently maximises the effective node degree.

Note that only Theorem 9 has the limitation of β = 2, while
other results presented in the paper can be applied to any
positive integer value of β.
Remark 2. Note that the result of Theorem 9 only applies
to the case where nodes move at the same constant speed.
In the case where nodal speed is randomly distributed, the
optimal sleep interval depends on the speeds of the active
nodes as well as the speeds of other nodes, or more precisely,
depends on the relative speeds between the active nodes and
other nodes. Specifically, when an active node moves slower
than V and other nodes move at speed V, the active node
needs to sleep a longer time in order to move away from its
previous transmission location. On the other hand, if the active
node moves slower than V but other nodes move faster than
V, then the active node may not necessarily need a longer
sleep time interval because other nodes can move away from
the active node. Therefore, in the case where nodal speed is
randomly distributed, there does not exist a simple optimal
sleep time interval that maximises the effective node degree
of every node. An algorithms need to be designed to adjust
the sleep time interval of a node dynamically according to the
relative speeds of the active node and all its neighbours.
Remark 3. The randomly distributed time interval introduced
in Section III-B reflects the uncertainty in the channel access
time in practical scenarios. Theorem 9 disregards this limi-
tation (i.e. we assume that channel access time can be pre-
determined and there is no contention or collision between
concurrent transmissions) and investigates the optimal proba-
bility distribution that maximises the effective node degree.

V. Simulation results

A. Random direction mobility simulation

Initially, N = 1280 nodes are uniformly deployed on a torus
(0, 800]2, i.e. density is λ = 0.002 (nodes/m2), which is the
population density in Sydney, Australia [42]. After deployment
of the nodes, they start to move according to the mobility
model introduced in Section III. The speed V is set to 10
(m/s). The sleep time interval is a constant, i.e. τr = 0, except
for Fig. 7.

Fig. 4 shows the percolation probability and the expected
fraction of informed nodes. It can be seen that both metrics
improve as either of τs or σ increases, owing to the reduction
of the clustering factor as shown in Section IV-E. Our ana-
lytical bounds are close to the simulation results as shown in
Fig. 4(a), while the discrepancy in Fig. 4(b) is caused by the
well-mixing assumption (c.f. [4]) used in deriving the fraction
of informed nodes, which however requires another non-trivial
analysis to adjust.

Note that the percolation probability defined in Definition 3
is an asymptotic figure of merit, whereas any simulation can
only be conducted on a finite network. The simulation in this
paper is conducted in a finite but large network with 1280
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Fig. 4. Analytical (Ana) and simulation (Sim) results of the percolation
probability and expected fraction of informed nodes, using different network
parameters. Analytical results are the upper bounds obtained by combining
Theorem 5, 6 and 4. Simulation result for percolation probability shows the
probability of having at least 10% informed nodes in the steady state.

nodes. The simulation result for percolation probability shows
the probability of having at least x = 10% informed nodes in
the steady state. Note that we have tried some different values
for x ranging from 5% to 20% and the plots are similar. It can
be seen that the percolation model, though constructed for an
infinite network, is of predictive value for networks likely to
be encountered in real world.

Fig. 5 illustrates the impact of Rayleigh fading on the
percolation probability and the expected fraction of informed
nodes. It can be seen the Rayleigh fading has a negative impact
on the information dissemination process, which can also be
seen from the analysis (c.f. Lemma 7).

4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

(a) Radio range r
0

P
er

co
la

tio
n 

pr
ob

ab
ili

ty

RDM, V=10, β=5, λ=0.002, η=4, τ
s
=8r

0
/V, labels in the plot represent (σ)

 

 

Sim 0

Ana 0

Sim 0 w/R

Ana 0 w/R

Sim 4

Ana 4

Sim 4 w/R

Ana 4 w/R

4 6 8 10 12 14
0

0.2

0.4

0.6

0.8

1

(b) Radio range r
0

E
xp

ec
te

d 
fr

ac
tio

n 
of

 in
fo

rm
ed

 n
od

es

 

 

Sim 0

Ana 0

Sim 0 w/R

Ana 0 w/R

Sim 4

Ana 4

Sim 4 w/R

Ana 4 w/R

Fig. 5. The percolation probability and expected fraction of informed nodes,
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hence hard to distinguish.
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Fig. 6. The lower bound on the delay for a piece of information to be
received by 50% of nodes using different network parameters. For the sake
of comparison, the value of τs is kept constant (i.e. 10 or 60 seconds) while
the value of r0 being increased in the first six curves.

Fig. 6 shows the lower bound of the delay for a piece of
information to be received by 50% of nodes. It can be seen
that the length of the sleep time interval has a great impact on

the delay and our analytical results provide valid lower bounds
on the delay. It is clear that a longer sleep time interval can
cause a longer delay. A network designer needs to consider
the trade-off between delay and resource consumption.

Further, Fig. 4, Fig 5 and Fig. 6 suggest that shadowing
effects benefit the information dissemination process in terms
of percolation probability, expected fraction of informed nodes
and delay, because an increase in σ leads to an increase in
the effective node degree R0 as shown in Theorem 4. This is
in sharp contrast with previous conclusions, e.g. [5], because
traditional routing algorithms like AODV need to establish a
route before sending data, whilst the route is unstable due to
dynamic topology and channel randomness.

Moreover, the proposed scheme and the analysis presented
in the paper can also be useful for uni-cast. For example, con-
sider that a source node sends a uni-cast packet to a randomly-
chosen destination node using the proposed broadcast scheme.
Then it is interesting to note that the probability that the packet
reaches the randomly-chosen destination at time T (z) is z (c.f.
Theorem 8). Moreover, the probability that the packet reaches
the randomly-chosen destination at the steady state is given by
the expected fraction of informed node z0 (c.f. Theorem 6).
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Fig. 7. Simulation results of (a) the effective node degree and (b) the
percolation probability in networks using the proposed broadcast scheme
where the time interval between consecutive transmissions of an infectious
node is uniformly distributed in [2 − στ, 2 + στ], where στ is varied from 0
to 2.

Fig. 7 (a) verifies the results of Theorem 9 that a constant
time interval between consecutive transmissions leads to the
largest effective node degree, which further leads to the largest
percolation probability as shown in Fig. 7 (b). Note that in a
practical scenario where concurrent transmissions of different
nodes can cause wireless channel contention and transmission
failure, a further analysis is required to characterize the effec-
tive node degree and the percolation probability, which is left
as future work.

B. Energy and bandwidth efficiency simulation results

This subsection presents the simulation results evaluating
the energy and bandwidth efficiency of the proposed scheme.
As described in Section IV-E, the consumption of energy and
bandwidth for the dissemination of a piece of information
is an increasing function of the number of transmissions for
the packets containing the information. According to a well-
known study by Feeney et al. in [43], using 11Mbps wireless
transmission, the energy consumed by a node to broadcast a
packet of size 1K bytes is 482µJ, and the energy consumed by
a node to receive a broadcast packet of size 1K bytes is 76µJ.
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Therefore, the overall energy consumption, including the trans-
mitting and receiving energy, is Ec = 482 + E[Di]76, where
E[Di] is the average node degree, which is straightforwardly
equal to the right hand side of Eq. 7 (i.e. it is no longer an
upper bound) by letting β = 1.

Fig. 8 shows the simulation results of the overall energy
consumption for the dissemination of a piece of information
using the proposed efficient scheme and the traditional SIR
scheme. Firstly, it can be seem that the proposed scheme has
a significantly smaller energy consumption compared with the
traditional SIR scheme. Further, the increase in the density of
nodes has much less impact on the overall energy consumption
than the SIR scheme. This is because a larger nodal den-
sity causes more overlaps between consecutive transmissions,
which leads to a larger clustering factor and consequently more
energy consumption for the traditional SIR scheme. On the
other hand, the enforced gaps between transmissions under the
proposed scheme reduce the aforementioned overlaps hence
the proposed scheme is more energy efficient.
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Fig. 8. Simulation results of the overall energy consumption using the
proposed scheme and the traditional SIR scheme for a packet to be received
by 99% of nodes in a network. In Case 1 and Case 2, β = 2 and 4 respectively.

Fig. 9 evaluates the impact of the sleep time interval τs

on the energy consumption. Note that other things being
equal, the energy and bandwidth consumption is a linearly
increasing function of the number of transmissions. It can
be seen that increasing the sleep time interval reduces the
energy consumption. This is because a larger gap between
transmissions leads to less overlaps and the same reason
applies to the network under the unit disk model (labeled
σ = 0), the network under log-normal shadowing model
(labeled σ = 4) and the networks subject to Rayleigh fading
(labeled with Rayleigh).

Fig. 10 compares the proposed scheme with two classic
schemes in the literature: the SI scheme and the SIR scheme.
As introduced in Section II, a large number of studies in this
area considered the Susceptible-Infectious (SI) scheme, where
every node carries the received information and forwards
it to all nodes coming into the radio range. In particular,
Thedinger et al. proposed a SI-based broadcast scheme in [8],
where each node broadcasts the received information to its
directly-connected neighbours repeatedly and the consecutive
re-broadcasts are separated by a fixed time interval. Using a SI-
based scheme, every node needs to re-broadcast the received
packet. For a fair comparison, we stop the re-broadcast when
the packet is received by 99% of nodes in the network. It
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Fig. 9. Simulation results of the overall energy consumption using the
proposed scheme and the traditional SIR scheme for a packet to be received
by 99% of nodes is a network. The impact of the sleep time interval τs on
the overall energy consumption is evaluated by letting the random component
τr take a constant value 0.

can be seen in Figure 3 that the SIR-based model requires
a significantly smaller overall energy consumption compared
with SI-based model. This is because the recovery mechanism
in the SIR model limits the number of transmission of each
node to save energy. Moreover, as described earlier, the scheme
proposed in this paper further reduces the energy consumption
by reducing the overlaps between consecutive transmissions
and thereby reducing the number of transmissions to nodes
already having a copy of the packet. Therefore it can be seen
that the proposed scheme requires less number of transmis-
sions for a packet to be received by the same percentage of
nodes in a network.
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Fig. 10. Simulation results of the overall energy consumption using the
proposed scheme and the other classic schemes for a packet to be received
by 99% of nodes in a network.

C. Real mobility trace simulation

In this subsection, we consider a MANET driven by a
real world trace of the cabs in the San Francisco Bay Area
[44]. The cab trace contains GPS coordinates of 536 cabs
over approximately 30 days. Linear interpolation was used
to increase the trace granularity. We focus on the downtown
area (3.5km×3.5km) as indicated by the square in Fig. 11.
A piece of information is broadcast from an arbitrary cab in
the downtown area using the scheme proposed in Section III.
When information dissemination stops, we count the fraction
of cabs in the downtown area that have received the informa-
tion.

It is obvious that the taxis do not follow the mobility
model used in the analysis. Actually there has been no
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analytical model that can fully characterize the movement of
real world devices. The analysis based on analytical models
under some idealizing assumptions is used to predict the real-
world situations. We use the cab trace to evaluate the analytical
results in a large scale network when the node mobility and
distribution deviate from assumptions described in Section III,
and to identify the limitations of the analysis and present
possible usage in estimating the performance of information
dissemination in real world dynamic networks. It is interesting
to see in the following figures that the impacts of varying each
network parameters on the network performance predicted by
the analysis highly coincide with the simulations results.

Fig. 11. A snapshot of the San Francisco Bay Area. The dots represent the
positions of the cabs at a particular time instant. The square represents the
downtown area we are interested in.
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Fig. 12. Percolation probability and the expected fraction of informed nodes
for the MANET driven by cab trace.

Fig. 12(a)(b) shows the percolation probability and the
expected fraction of informed nodes in the steady state. It
can be seen that though the analytical result and simulation
result exhibit the same trend, the fraction of informed nodes
in a MANET driven by the actual cab trace is lower than
that predicted by analysis. The discrepancy is mainly caused
by the inhomogeneity of the node distribution. Specifically, as
can be seen in Fig. 11, the density of cabs in suburbs is lower
than that in the downtown area. Therefore when an infectious
node moves to the suburbs, it has little chance to inform other
nodes.

VI. Conclusion and future work
This paper proposed an energy and bandwidth efficient

broadcast scheme for MANETs subject to channel random-
ness. The proposed scheme is decentralized and simple to

implement. Further, the performance of the network using the
proposed scheme, measured by the percolation probability, ex-
pected fraction of informed nodes and delay, was analytically
studied. The accuracy of the analytical results was verified by
simulations.

In the future, we are going to investigate the performance of
broadcast schemes where the distribution of τr is determined
by certain media access control protocols (e.g. CSMA). It
is also interesting to investigate the throughput capacity of
networks using the proposed scheme, which is also expected
to be better than that of networks using traditional epidemic
schemes. Moreover, the analysis presented in this work can be
extended to consider the networks with infrastructure support.
More specifically, a multi-type branching process [41] can
be used to replace the Galton-Watson branching process in
Theorem 5 to extend this work to heterogeneous networks.

References

[1] C. E. Perkins and E. M. Royer, “Ad hoc on-demand distance vector
routing,” 2nd IEEE Workshop On Mobile Computing Systems and
Applications, pp. 90–100, 1999.

[2] B. Williams and T. Camp, “Comparison of broadcasting techniques for
mobile ad hoc networks,” in Proceedings ACM MobiHoc, 2002, pp.
194–205.

[3] A. Vahdat and D. Becker, “Epidemic routing for partially-connected ad
hoc networks,” Duke Tech Report CS-2000-06, 2000.

[4] Z. Zhang, G. Mao, and B. D. O. Anderson, “On the information
propagation in mobile ad-hoc networks using epidemic routing,” in
Proceedings IEEE GLOBECOM, 2011, pp. 1–6.

[5] L. Qin and T. Kunz, “On-demand routing in manets: The impact of a
realistic physical layer model,” Ad-Hoc, Mobile, and Wireless Networks,
vol. 2865, pp. 37–48, 2003.

[6] M. Khabbazian and V. K. Bhargava, “Efficient broadcasting in mobile ad
hoc networks,” IEEE Transactions on Mobile Computing, vol. 8, no. 2,
pp. 231 – 245, 2009.

[7] P. Chen and K. Chen, “Information epidemics in complex networks with
opportunistic links and dynamic topology,” in IEEE GLOBECOM, 2010,
pp. 1–6.

[8] T. Thedinger, A. Jabbar, and J. P. G. Sterbenz, “Store and haul with
repeated controlled flooding,” in ICUMT, 2010, pp. 728–733.

[9] R. Friedman and A. C. Viana, “Gossiping on manets: The beauty and
the beast,” ACM Operating Systems Review, vol. 41, no. 5, pp. 67–74,
2007.

[10] C.-H. Lee and D. Y. Eun, “On the forwarding performance under
heterogeneous contact dynamics in mobile opportunistic networks,”
IEEE Transactions on Mobile Computing, vol. 12, no. 6, pp. 1107–1119,
2013.

[11] L. Yong, W. Zhaocheng, S. Li, J. Depeng, and C. Sheng, “An optimal
relaying scheme for delay-tolerant networks with heterogeneous mobile
nodes,” IEEE Transactions on Vehicular Technology, vol. 62, no. 5, pp.
2239–2252, 2013.

[12] Y. Li, M. Qian, D. Jin, P. Hui, Z. Wang, and S. Chen, “Multiple mobile
data offloading through disruption tolerant networks,” IEEE Transactions
on Mobile Computing, vol. 99, no. PrePrints, pp. 1–1, 2013.

[13] M. Taghizadeh, K. Micinski, C. Ofria, E. Torng, and S. Biswas,
“Distributed cooperative caching in social wireless networks,” IEEE
Transactions on Mobile Computing, vol. 12, no. 6, pp. 1037–1053, 2013.

[14] H. Bo, H. Pan, V. S. A. Kumar, M. V. Marathe, S. Jianhua, and A. Srini-
vasan, “Mobile data offloading through opportunistic communications
and social participation,” IEEE Transactions on Mobile Computing,
vol. 11, no. 5, pp. 821–834, 2012.

[15] S. Ioannidis, A. Chaintreau, and L. Massoulie, “Optimal and scalable
distribution of content updates over a mobile social network,” in Pro-
ceedings IEEE INFOCOM, 2009, pp. 1422 – 1430.

[16] Y.-N. Lien, H.-C. Jang, and T.-C. Tsai, “A MANET based emergency
communication and information system for catastrophic natural dis-
asters,” in IEEE International Conference on Distributed Computing
Systems Workshops, 2009, pp. 412 – 417.



13

[17] H. Y. Jeong, M. S. Obaidat, N. Y. Yen, J. J. Park, H.-J. Cha, J.-M. Kim,
and H.-B. Ryou, “A study on the clustering scheme for node mobility
in mobile ad-hoc network,” in Advances in Computer Science and its
Applications, ser. Lecture Notes in Electrical Engineering. Springer
Berlin Heidelberg, 2014, vol. 279, pp. 1365–1369, (Jong Hyuk).

[18] G. Mao and B. D. O. Anderson, “Graph theoretic models and tools for
the analysis of dynamic wireless multihop networks,” in Proceedings
IEEE WCNC, 2009, pp. 2828–2833.

[19] Z. Zhang, G. Mao, and B. Anderson, “Opportunistic broadcast in mobile
ad-hoc networks subject to channel randomness,” in IEEE ICC, 2013,
pp. 1725–1729.

[20] A. Clementi, F. Pasquale, and R. Silvestri, “Opportunistic manets: mo-
bility can make up for low transmission power,” IEEE/ACM Transactions
on Networking (TON), vol. 21, no. 2, pp. 610–620, 2013.

[21] P. Jacquet, B. Mans, and G. Rodolakis, “Information propagation speed
in mobile and delay tolerant networks,” in Proceedings IEEE INFO-
COM, 2009, pp. 244 – 252.

[22] D. Li and P. Sinha, “Rbtp: Low power mobile discovery protocol through
recursive binary time partitioning,” IEEE Transactions on Mobile Com-
puting, vol. PP, no. 99, pp. 1–11, 2013.

[23] G. Wei, C. Guohong, T. La Porta, and H. Jiawei, “On exploiting transient
social contact patterns for data forwarding in delay-tolerant networks,”
IEEE Transactions on Mobile Computing, vol. 12, no. 1, pp. 151–165,
2013.

[24] L. Xiang, X. Ge, C. Wang, F. Li, and F. Reichert, “Energy efficiency
evaluation of cellular networks based on spatial distributions of traffic
load and power consumption,” IEEE Transactions on Wireless Commu-
nications, vol. 12, no. 3, pp. 961–973, 2013.

[25] G. Karagiannis, O. Altintas, E. Ekici, G. Heijenk, B. Jarupan, K. Lin, and
T. Weil, “Vehicular networking: A survey and tutorial on requirements,
architectures, challenges, standards and solutions,” IEEE Communica-
tions Surveys and Tutorials, vol. 13, no. 4, pp. 584–616, 2011.

[26] P. Pagano, M. Petracca, D. Alessandrelli, and C. Salvadori, “Is ict mature
for an eu-wide intelligent transport system?” IET Intelligent Transport
Systems, vol. 7, no. 1, pp. 151–159, 2013.

[27] T. H. Luan, X. S. Shen, and F. Bai, Enabling Content Distribution in
Vehicular Ad Hoc Networks. Springer New York, 2014.

[28] B. Zhang, “Check out the incredible rides from la’s exclusive new
car-sharing club,” 2014. [Online]. Available: http://www.businessinsider.
com.au/la-exotic-car-sharing-fast-toys-club-2014-7

[29] M. Franceschetti and R. Meester, Random networks for communication:
From Statistical Physics to Information Systems. Cambridge University
Press, 2007.

[30] T. Camp, J. Boleng, and V. Davies, “A survey of mobility models
for ad hoc network research,” Wireless Communications and Mobile
Computing, vol. 2, no. 5, pp. 483 – 502, 2002.

[31] P. Nain, D. Towsley, B. Liu, and Z. Liu, “Properties of random direction
models,” in Proceedings IEEE INFOCOM, vol. 3, 2005, pp. 1897– 1907.

[32] T. S. Rappaport, Wireless Communications: Principles and Practice, 2nd
Edition. Prentice Hall, 2001.

[33] M. K. Simon and M.-S. Alouini, Digital Communication Over Fading
Channels. John Wiley and Sons, Inc., 2000.

[34] Z. Zhang, “Mobile ad-hoc networks,” 2014. [Online]. Available:
http://zijie.net/manet/

[35] E. W. Weisstein, “Circle-circle intersection,” 2014. [Online]. Available:
http://mathworld.wolfram.com/Circle-CircleIntersection.html

[36] E. N. Gilbert, “Random plane networks,” Journal of the Society for
Industrial and Applied Mathematics, vol. 9, no. 4, pp. 533–543, 1961.

[37] O. Dousse, F. Baccelli, and P. Thiran, “Impact of interferences on con-
nectivity in ad hoc networks,” IEEE/ACM Transactions on Networking
(TON), vol. 13, no. 2, pp. 425–436, 2005.

[38] P. Jagers, Branching processes with biological applications. Wiley,
1975.

[39] R. M. Corless, G. H. Gonnet, D. E. G. Hare, D. J. Jeffrey, and D. E.
Knuth, “On the Lambert W Function,” Advances in Computational
Mathematics, vol. 5, pp. 329–359, 1996.

[40] V. Isham, “Stochastic models for epidemics,” Tech. Rep., 2004.
[41] T. E. Harris, The Theory of Branching Processes. Dover Publications,

2002.
[42] Demographia, “World urban areas: 9th annual edition,” 2014. [Online].

Available: www.demographia.com/db-worldua.pdf
[43] L. M. Feeney and M. Nilsson, “Investigating the energy consumption

of a wireless network interface in an ad hoc networking environment,”
in IEEE INFOCOM, vol. 3, 2001, pp. 1548–1557 vol.3.

[44] M. Piorkowski, N. Sarafijanovic-Djukic, and M. Grossglauser,
“CRAWDAD data set epfl/mobility (v. 2009-02-24),” 2014. [Online].
Available: http://crawdad.cs.dartmouth.edu/epfl/mobility

PLACE
PHOTO
HERE

Zijie Zhang (S’09-M’12) received his BEng degree
in Electronic and Communications Engineering from
the University of Hong Kong in 2007. In 2012,
he received PhD degree in Engineering from the
University of Sydney. Then he worked as a research
engineer in National ICT Australia (NICTA). His
research interests include graph theoretical analysis
and stochastic characterization of wireless commu-
nication networks and intelligent transportation sys-
tems.

PLACE
PHOTO
HERE

Guoqiang Mao (S’98-M’02-SM’08) received PhD
in telecommunications engineering in 2002 from
Edith Cowan University. He currently holds the
position of Professor of Wireless Networking, Di-
rector of Center for Real-time Information Networks
at the University of Technology, Sydney. He has
published more than 100 papers in international
conferences and journals, which have been cited
more than 3000 times. His research interest includes
intelligent transport systems, applied graph theory
and its applications in telecommunications, wireless

sensor networks, wireless localization techniques and network performance
analysis.

PLACE
PHOTO
HERE

Brian D. O. Anderson (M66-SM74-F75-LF07)
was born in Sydney, Australia, and educated at
Sydney University in mathematics and electrical
engineering, with PhD in electrical engineering from
Stanford University in 1966. He is a Distinguished
Professor at the Australian National University and
Distinguished Researcher in National ICT Australia.
His awards include the IEEE Control Systems Award
of 1997, the 2001 IEEE James H Mulligan, Jr
Education Medal, and the Bode Prize of the IEEE
Control System Society in 1992, as well as several

IEEE and other best paper prizes. He is a Fellow of the Australian Academy of
Science, the Australian Academy of Technological Sciences and Engineering,
the Royal Society, and a foreign member of the US National Academy of
Engineering. He holds honorary doctorates from a number of universities,
including Universit Catholique de Louvain, Belgium, and ETH, Zrich. He is
a past president of the International Federation of Automatic Control and
the Australian Academy of Science. His current research interests are in
distributed control, sensor networks and econometric modelling.


