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Abstract—Identifying the root cause of congestion and taking appropriate strategies to improve traffic network performance are important goals of Advanced Traffic Management Systems (ATMS). On many occasions, the causes of congestion are not necessarily attributable to road infrastructures themselves. Instead, signal control strategies at intersections are very often the major contributors of congestion. In lieu of this, in this paper, a root cause identification method is developed with consideration of the impact from both road infrastructure and traffic signal control. Firstly, we differentiate congestion effects between road segments and intersections to attribute the causes of congestion to road infrastructure and signal control respectively. Then, we construct causal congestion trees to model congestion propagation and quantify congestion costs for each road segment and intersection in the whole road network. A Markov model is utilized to capture congestion spatio-temporal correlation among multiple road segments and intersections simultaneously, with which the most critical root cause can be located. Furthermore, a gradient boosting decision tree based method is presented to predict the root cause of congestion according to traffic flows, signal control strategies and road topology in traffic networks. Finally, simulations based on Simulation of Urban Mobility (SUMO) validate the effectiveness of our proposed method in identifying and predicting the congestion root cause. Experiments are further conducted using inductive loop detector data to identify the root cause for the road network of Taipei.

Index Terms—Congestion root cause identification, road infrastructure, signal control, congestion propagation, gradient boosting decision tree, SUMO.

I. INTRODUCTION

Traffic congestion is an important problem globally and is getting worse in many countries due to growing urbanization [1]. First, congestion causes excessive travel delay, which not only causes economical losses due to reduced productivity but also results in much more serious consequences, e.g., the high-priority vehicles such as ambulances are stuck in congestion [2]. Second, traffic congestion has a negative effect on the environment. The Texas Transportation Institution (TTI) reported that congestion caused 3.1 billion gallons of extra fuel consumption in 2014 [3], which led to more CO2 emissions and serious greenhouse effects. Last but not the least, congestion costs are rapidly increasing in recent years. According to the urban transportation scorecard [3], from 471 U.S. urban areas, the congestion “invoice” for the cost of extra time and fuel was $160 billion in 2014 and is expected to reach $192 billion in 2020.

To relieve traffic congestion, a number of congestion mitigation strategies were developed by worldwide transportation authorities [4]–[10]. Among them, road infrastructure construction and traffic signal control are seen as the most extensively utilized approaches [11], [12]. However, two problems should be addressed first before implementing these congestion mitigation strategies: 1) what are the major contributors of congestion in a traffic network? 2) which strategy is more effective to mitigate congestion, by enlarging road infrastructures [13] to increase network capacity or using an improved signal control to enhance the travel fluency? The two problems naturally lead to two research directions to identify the root cause of congestion in a traffic network. On one hand, according to the U.S. Department of Transportation, as the most vulnerable roads for congestion, traffic bottlenecks account for 40% congestion [14], [15] and intuitively, the notion of long-term bottlenecks indicates that the removal of these bottlenecks can improve traffic conditions at bottleneck locations and even in the entire road networks [1], [15]. Therefore, locating long-term bottlenecks and implementing congestion mitigation strategies at these bottlenecks are regarded as a more efficient way to bring network-wide traffic improvement. On the other hand, each road in urban road networks can be divided into two parts: a road segment and an intersection. When congestion regularly occurs at a particular road segment, road infrastructure construction tends to be the more effective way to relieve congestion intuitively. On the contrary, when congestion occurs more often near a particular intersection, however, it is more beneficial to employ advanced signal control to improve traffic situations. Therefore, if the cause
of a congestion can be pinpointed to a road segment or an intersection, more effective traffic congestion mitigation can be implemented.

As a promising way to mitigate traffic congestion, a number of studies have been investigated in identifying root causes of congestion in road networks [1], [16]–[18]. Gong and Yang [16] analyzed the major contributor of congestion on urban expressways by using the spatio-temporal occupancy scatter graph and regarded the place where congestion first occurred as the root cause of congestion in a road network. In [17], Lee et al. developed a spatio-temporal traffic bottleneck mining model based on spatio-temporal traffic patterns1 to discover the root causes of congestion in urban road networks. Ma et al. [18] proposed a simulation based bottleneck identification method by using VISSIM simulator, where they compared the total travel time in a road network under the same traffic pattern before and after a particular road is congested and considered the roads whose congestion leads to more travel time difference as the root causes of traffic congestion. Our previous work [1] presented a bottleneck identification method considering both congestion costs on roads themselves and congestion propagation costs that congestion may propagate to the other roads and regarded the roads with higher congestion costs as the root causes of congestion in road networks. To the best of our knowledge, most existing works on congestion cause identification strive to locate roads contributing most to congestion. They provide effective solutions to the first question of the aforementioned problems. However, there are few researches targeting at the second question, which arguably is at least equally important as the first question.

To fill the gap, in this paper, we design a congestion root cause identification method, which quantifies the level of congestion at each road segment and intersection, and can provide more intuitive control strategies to relieve traffic congestion in road networks. Furthermore, with the gradient boosting decision trees (GBDT), we provide an approach to predict root causes of congestion according to traffic flows, road topology and signal control strategies in a road network. Finally, simulations based on Simulation of Urban Mobility (SUMO) are conducted to illustrate the effectiveness of our proposed method. Experiments using inductive loop detector data are further carried out to identify the root cause in the road network of Taipei. More specifically, contributions of this paper are presented as follows:

• Unlike most of existing techniques attributing causes of congestion at the most congested roads, the proposed method differentiates congestion effects of road segments and intersections, respectively which assists to better identify the root causes of congestion (e.g., road infrastructures and traffic signal) and suggests a specific congestion mitigation strategy to enhance traffic condition in road networks;

• Based on a combined use of graphical models and fuzzy logic, a root cause identification method is proposed with consideration of congestion propagation among road segments and intersections in a road network, which can not only locate the main contributors of network congestion, but also quantify congestion costs of all road segments and intersections to better capture their congestion impacts to the whole road network;

• By using a Markov model, we identify the most critical congestion root cause among multiple correlated road segments and intersections, which provide an effective method to analyze and quantify the congestion relationships among multiple road segments and intersections simultaneously;

• A gradient boosting decision tree based method is utilized to predict root causes of congestion in road networks, which provides a rigorous approach to predict the possible root cause of congestion utilizing several easily-measured factors, such as traffic flows, signal control strategies and road topology.

The rest of this paper is organized as follows. Section II reviews the related works. Section III presents the proposed congestion root cause identification method. In Section IV, a gradient boosting decision trees based approach is developed to predict root causes of congestion according to traffic flows, signal control strategies and road topology. Simulations based on SUMO and experiments using inductive loop detector data are conducted in Section V. Finally, Section VI concludes the paper.

II. RELATED WORKS

Due to the rapid expansion of urbanization, almost all metropolitan cities in the world are suffering from an unprecedented increase in road congestion, which motivates the development of many control strategies (e.g., route guidance, signal control and road infrastructure construction) to relieve the negative effects of congestion. For route guidance strategies, Claes et al. [4] presented an anticipatory method for vehicle route guidance that predicted road conditions in the near future and provided vehicles with the predictive rerouting information to avoid potential traffic congestion. Pan et al. [5] proposed a proactive control strategy to provide rerouting guidance for travelers when signs of congestion were observed. Simulation results based on SUMO illustrated the effectiveness of the proposed method in reducing vehicle travel times. However, the main purpose of route guidance strategies is to enable certain travelers to avoid the current road congestion and obtain more reliable and efficient routes from their origins to destinations, which cannot solve the congestion problem fundamentally and bring a network-wide traffic improvement. Moreover, there still exist many challenges in implementing route guidance strategies for road administrators, such as the real-time traffic information detection and dissemination and the compliance rate of drivers, which still need further investigation and evaluation. Therefore, as more intrinsic and controllable strategies, signal control and road infrastructure construction are more adopted [20]. A number of traffic responsive signal control strategies, such as Split, Cycle and Offset Optimization Technique (SCOOT) [6] and Sydney

1A spatio-temporal traffic pattern is a distribution of traffic flows in space and time [19].
Cooperative Adaptive Traffic System (SCATS) [7], were extensively applied in many cities to automatically respond to the real-time traffic conditions to enhance traffic efficiency and relieve road congestion. Aboudolas et al. [21] developed store-and-forward model based signal control methods in large-scale urban road networks to minimize the average queue lengths under saturated traffic conditions. Kouvelas et al. [22] employed a hybrid traffic signal control strategy that utilized a real-time Webster strategy for under saturated traffic conditions and adopted Traffic-Responsive Urban Control (TUC) when traffic conditions were close to saturation. Simulation results illustrated the capabilities of the hybrid strategy. Moreover, many road infrastructure construction projects were also developed by worldwide transportation agencies. The aims of scheme “A6 Clapham Bypass” were to “relieve congestion”, “improve road safety” and “provide the opportunity for environmental improvement” in Clapham [8]. Hymel [9] investigated the impact of traffic congestion on employment growth in large U.S. metropolitan areas. The results indicated that high level congestion inhibited employment growth and increasing the efficiency of public infrastructure can spur economies.

In order to improve traffic flows and decrease congestion, investment in road infrastructure increased in Great Britain by about 55% between 2001 and 2008 and in 2008-2009 over $16000 million of public expenditure was spent on transportation infrastructure and the major road network was extended by about 175 kilometers [10].

Obviously, it is impractical and uneconomical for transportation agencies to employ these congestion control strategies on all roads in a traffic network. Therefore, it is essential to locate the major congestion contributors and, in other words, the most vulnerable points in a road network [23]. For non-recurrent traffic congestion, Anbaroglu et al. [24] developed a non-recurrent congestion detection method using spatio-temporal clustering. Kwon et al. [25] utilized statistical regression to analyze the components of non-recurrent congestion. Chow et al. [26] employed an empirical assessment of urban traffic congestion in Central London and attributed congestion to different causes (e.g., recurrent congestion, accidents, roadwork, special events, and strikes) using linear regression. On the other hand, recurrent congestion can reflect the long-term traffic conditions in the road network more effectively. Thus for recurrent traffic congestion, Ye et al. [27] defined a critical threshold v/c based on the ratio of travel speed and road capacity and when the real-time traffic information v/c on a road is higher than a pre-designated threshold, these roads were considered as bottlenecks in a road network. Gong and Yang [16] analyzed the bottlenecks in urban expressways and considered the roads where congestion occurred first as root causes of congestion in a road network. The proposed identification method was evaluated effectively based on detector data in the road network of Shanghai.

Lee et al. [17] developed a three-phase spatio-temporal traffic bottleneck mining (STBM) model to identify the root cause of congestion in an urban network. Traffic information was collected in the first phase. The second phase defined and identified several traffic congestion related patterns according to the different spatio-temporal traffic flow distributions at road segments or intersections. The traffic bottleneck mining heuristics were proposed in Phase III to discover traffic bottlenecks in an urban network. Experiment results by using a taxi dispatching system confirmed that the discovered spatio-temporal bottlenecks matched the travelers’ experience. Ma et al. [18] identified and evaluated bottlenecks in urban areas considering both vehicle travel costs and network effectiveness. They compared the total travel time of all vehicles under the same traffic flow before and after a particular road was in congestion by using VISSIM traffic simulator and regarded the roads with more travel time differences as congestion bottlenecks. Simulation results based on the road network in Nanjing illustrated the effectiveness of the proposed method in identifying urban traffic bottlenecks. A congestion propagation based bottleneck identification method was proposed in our previous work [1]. We first proposed a bottleneck definition with consideration of both congestion on roads themselves and congestion propagation effects to the other roads. Then, a combination of graphical models, maximal spanning trees and Markov model were utilized to identify traffic bottlenecks and quantify congestion effects of the identified bottlenecks to the entire network. Finally, simulation based on SUMO indicated the superiority of the proposed approach in bottleneck identification compared to existing bottleneck identification methods and experiments were also conducted to identify bottlenecks in the urban network of Taipei by using inductive loop detector data.

In summary, existing bottleneck identification methods for recurrent traffic congestion above can achieve a vigorous performance in locating the most vulnerable roads for congestion in a road network and relief of congestion at the identified bottlenecks can bring a network-wide traffic improvement. However, there are few researches focusing on the causes of congestion at the identified bottlenecks. Intuitively, improving signal control policy is considered as the more effective strategy to mitigate traffic congestion when congestion is more likely to occur at an intersection; and when congestion more often happens on a certain road segment, road infrastructure construction tends to be the dominant way to improve traffic flow and relieve road congestion. Therefore, if congestion effects between intersections and road segments can be differentiated, we may identify solutions that do not require infrastructure construction to increase road capacity, but employing an improved signal control to solve the problem. In this case, more specific root causes for congestion can be captured and more explicit control strategies can be further provided for road administrators to relieve traffic congestion effectively and efficiently.

III. Root Cause Identification

In this section, as shown in Fig. 1, we first introduce both the definitions of congestion on road segments and at intersections to differentiate the congestion effects on road segments and at intersections. Then, in order to analyze the congestion propagation process in a road network, we present the definition of correlation between congestion on road segments and at intersections. After that, we combine a graph-theoretic method...
and fuzzy logic to quantify congestion costs of both road segments and intersections. Furthermore, a Markov model is utilized to identify the most critical root cause of congestion in a road network.

A. Congestion and Congestion Propagation

Real-time vehicle travel speed and road occupancy are often utilized to identify traffic congestion on road segments [28]–[30]; while the queue length is usually used to determine traffic conditions at intersections and evaluate the effectiveness of signal control strategies [31]–[33]. Moreover, to differentiate congestion effects on road segments and at intersections, and investigate congestion propagation in urban road networks, definitions about congestion at road segments and intersections should be clarified respectively. Most of existing works defined congestion on a road by using a fixed threshold for traffic information, such as average travel speed, road occupancy and traffic flow [28], [29], and when the real-time traffic information is higher or lower than the pre-designated threshold, the road is considered to be congested. For example, as reported by the Ministry of Public Security of China [30], when the travel speed on a road is less than 20 km/h, the road can be seen as congested. Li and Dai [34] determined the queue length threshold using video camera detectors at intersections, to identify traffic congestion. However, because different road segments and intersections have different characteristics (e.g., road lengths, number of lanes and signal control strategies), a pre-designated threshold may not suit different road networks and even different road segments and intersections in the same road network. In this case, a number of researches identified traffic congestion by considering individual road characters. For instance, Nguyen et al. [35] suggested that a road segment is congested when the travel time on a road segment is above 80% of its time distribution. With consideration of the signal control strategy at each intersection, Luo et al. [36] divided traffic conditions into three levels (unsaturated, slightly saturated and over-saturated) according to average queue length during each cycle. In this paper, as illustrated in Fig. 2, we first give the congestion definitions of road segments (CoR) and intersections (CoI) adopting existing conventions, respectively.

**Definition 1 (CoR):** A road segment is considered to be congested if the real-time traffic speed is lower than the r% of its average travel speed. According to [1], experiment results indicate the best average travel speed evaluation for congestion identification on road segments when r = 60, thus we utilize 60% of average travel speeds as the metric to identify congestion on each road segment. As shown in Fig. 3, the black line denotes the travel speed on a road segment over 1-minute intervals for 12 hours. The red dotted line represents the average speed of the road segment (42.27 km/h) and the yellow dotted line indicates the 60% of average travel speed (25.37 km/h). In the case, according to Definition 1, when the travel speed on this road segment is lower than 25.37 km/h at a specific time, the road segment is considered to be congested.
Definition 2 (CoI): An intersection is regarded to be congested if the queue length is longer than the $w\%$ of its average waiting queue length.

In this paper, $w$ varies between 110 and 190. An illustration of congestion on an intersection with $w = 170$ is given in Fig. 2, where the black line indicates the average queue length at an intersection and the blue dotted line refers to 170% of the average waiting queue length. Thus, according to Definition 2, when the real-time queue length at an intersection is longer than the predetermined threshold, the intersection can be considered as congested.

Furthermore, when congestion occurs on a road, it tends to propagate to its neighboring roads and leads to more widespread congestion [37]. Specifically, considering the difference between congestion on intersections and road segments, as illustrated in Fig. 2, when congestion occurs at an intersection, it may lead to congestion on the linked road segment and then it is likely to affect the traffic flows of upstream intersections resulting in congestion propagation in road networks. In this case, to analyze the relationship between congestion on road segments and at intersections in urban traffic networks, congestion propagation between road segments and intersections is defined as follows.

Definition 3 (Congestion Propagation): Congestion propagation between intersections and road segments occurs if one of the following requirements is satisfied:

- Congestion occurs at an intersection at time $t_0$ and another congestion occurs on a road segment of the same road within time $t_0 + T$, where $T$ is the temporal threshold indicating the time duration between congestion on adjacent intersections and road segments;
- Congestion occurs on a road segment at time $t_0$ and another congestion occurs on its neighboring upstream intersections within time $t_0 + T$.

B. Causal Congestion Trees

To depict congestion propagation in the road network, we propose a method to construct spatio-temporal causal congestion trees by using the obtained congestion correlations above, which can uncover the congestion effects of a certain root cause to the other road segments and intersections in a road network. Specifically, the definition of causal congestion tree (CCT) is presented in Definition 4.

Definition 4 (Causal Congestion Tree): A causal congestion tree describes the propagation pattern from congestion on a root cause to the neighboring road segments and intersections in urban road networks.

Fig. 4 presents an example to demonstrate the construction of spatio-temporal causal congestion trees. Congestion propagates from intersection $I_1$ to other road segments and intersections in the road network gradually. We can obtain a set of congestion propagation pairs (CPPs) according to Definition 3. As shown in the upper figure of Fig. 4, each black dot indicates congestion on the road segment or intersection at the corresponding congestion occurrence time.
According to the constructed causal congestion trees, congestion propagation effects of each intersection or road segment can be modeled. In this subsection, we first propose a definition of congestion costs considering both congestion weights on intersections or road segments themselves and congestion propagation costs that congestion may propagate to other intersections and road segments, as shown in Definition 5. Then, based on fuzzy logic, we develop a method to quantify congestion costs for all intersections and road segments in a road network.

**Definition 5 (Congestion Cost):** Congestion cost of an intersection or a road segment can be calculated according to the sum of its congestion weight and congestion propagation cost. The congestion weight indicates the normalized congestion level on each intersection or road segment itself, which is determined according to congestion degree \(^2\), road importance and average congestion time in a day. On the other hand, the congestion propagation cost demonstrates congestion on an intersection or a road segment leads to congestion on its neighboring intersections or road segments, which can be calculated according to congestion propagation probabilities among congestion on intersections and road segments and congestion weights of the involved intersections and road segments.

Specifically, a number of metrics are utilized to quantify road congestion weights. For example, travel speed, traffic flow and road occupancy are often adopted to describe the real-time road conditions; road importance is included to indicate congestion effect of a particular road, because the same level of congestion on different intersections or road segments can lead to different impacts on a road network; meanwhile, to illustrate long-term effects of congestion for vehicle travel reliability, the average congestion time in a day is also considered for congestion quantification [1], [38]. In summary, in this paper, we measure the congestion weight of each intersection or road segment with consideration of average congestion degree \(CD\), road importance \(RI\) and average congestion time in a day \(CT\).

However, it is an NP-complete problem to analyze the incorporation among the three influential factors above and evaluate their effects on road congestion weight [39]. Since the efficiency of solving the NP-complete problem, the fuzzy logic is applied in this paper for the quantification of congestion weights.

A fuzzy logic system is composed of fuzzification, fuzzy control rule base, fuzzy interference and defuzzification. The process of converting numerical inputs into linguistic values by using fuzzy membership functions is called “fuzzification.” Then, the fuzzy interference calculates the linguistic outputs according to the matching rules in fuzzy control rule base. Finally, defuzzification converts the fuzzy outputs to numerical values.

1) **Fuzzification:** By using a triangular membership function in (1), the average congestion degree, road importance and average congestion time in a day can be converted into a number of fuzzy inputs. In this case, the average congestion degree \(CD\) can be mapped into

whereas each directed edge indicates congestion propagation among road segments and intersections. Then, considering the spatio-temporal relationships among different congestion propagation pairs, we utilize each road segment or intersection as a root node respectively to construct the causal congestion tree for each root node by using Algorithm 1. In this case, when we connect the spatio-temporal causal congestion trees with the same root node together, we can obtain the congestion propagation pattern of a road segment or an intersection in the whole road network. This strategy can not only illustrate the congestion propagation paths and influence areas of a certain road segment or intersection, but help to quantify congestion costs for all road segments and intersections to identify the most significant road segments or intersections in terms of congestion propagation. Especially, the causal congestion trees for intersection I1, road segment R3 and intersection I5 are presented respectively in the lower figure of Fig. 4.

**Algorithm 1 Constructing Spatio-Temporal Causal Congestion Trees**

1. **Input:** A set of CPPs among intersections and road segments with congestion occurrence time. There is a road segment and an intersection in a CPP indicating that congestion from the first road segment or intersection (parent node) to another road segment or intersection (child node).
2. **Output:** A set of spatio-temporal causal congestion trees for each intersection or road segment.
3. **for** Each CPP \(i \in (1, \ldots, H)\) **do**
   4. **Trees** \(\leftarrow\) an empty set;
   5. **Trees** \(\leftarrow\) **Trees** \(\bigcup\) **FindChildren** (CPP \(i\));
   6. **return** **Trees**;
   7. **end for**
8. 
9. function **FindChildren** (CPP \(i\))
   10. if the congestion occurrence time of the child node in CPP \(i\) is the last minute in sampling data then
   11. **return** CPP \(i\).children;
   12. **end if**
   13. CPP \(i\).children \(\leftarrow\) an empty set;
   14. **for** each CPP \(u\) \((u \in (i + 1, \ldots, H))\) **do**
   15. if the congestion occurrence time of CPP \(i\).child is later than that of CPP \(u\).parent then
   16. **continue**;
   17. **end if**
   18. if CPP \(u\).child \(\in\) CPP \(i\).children then
   19. **continue**;
   20. **end if**
   21. if (CPP \(i\).child \(==\) CPP \(u\).parent) then
   22. CPP \(i\).children \(\leftarrow\) CPP \(i\).children \(\bigcup\) **FindChildren** (CPP \(u\));
   23. **end if**
   24. **end for**
25. **end function**
TABLE I
IF-THEN RULE BASE

<table>
<thead>
<tr>
<th>Rule No.</th>
<th>Average congestion degree (CD)</th>
<th>Road importance (RI)</th>
<th>Average congestion time (CT)</th>
<th>Congestion weights (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>VH</td>
</tr>
<tr>
<td>2</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>H</td>
</tr>
<tr>
<td>3</td>
<td>H</td>
<td>L</td>
<td>S</td>
<td>H</td>
</tr>
<tr>
<td>4</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>VH</td>
</tr>
<tr>
<td>5</td>
<td>H</td>
<td>M</td>
<td>S</td>
<td>M</td>
</tr>
<tr>
<td>6</td>
<td>H</td>
<td>S</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>7</td>
<td>H</td>
<td>S</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td>8</td>
<td>H</td>
<td>S</td>
<td>M</td>
<td>S</td>
</tr>
<tr>
<td>9</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>10</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>11</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>12</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>13</td>
<td>M</td>
<td>M</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>M</td>
<td>S</td>
<td>M</td>
</tr>
<tr>
<td>15</td>
<td>M</td>
<td>S</td>
<td>S</td>
<td>L</td>
</tr>
<tr>
<td>16</td>
<td>M</td>
<td>S</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>17</td>
<td>M</td>
<td>S</td>
<td>M</td>
<td>S</td>
</tr>
<tr>
<td>18</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>19</td>
<td>L</td>
<td>L</td>
<td>S</td>
<td>L</td>
</tr>
<tr>
<td>20</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>21</td>
<td>L</td>
<td>L</td>
<td>S</td>
<td>L</td>
</tr>
<tr>
<td>22</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>M</td>
</tr>
<tr>
<td>23</td>
<td>L</td>
<td>M</td>
<td>S</td>
<td>M</td>
</tr>
<tr>
<td>24</td>
<td>L</td>
<td>M</td>
<td>S</td>
<td>L</td>
</tr>
<tr>
<td>25</td>
<td>L</td>
<td>S</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>26</td>
<td>L</td>
<td>S</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>27</td>
<td>L</td>
<td>S</td>
<td>S</td>
<td>L</td>
</tr>
</tbody>
</table>

A fuzzy set \( \{ \text{High (H)}, \text{Medium (M)}, \text{Low (L)} \} \), the road importance \( \text{RI} \) can be mapped into a fuzzy set \( \{ \text{Large (L)}, \text{Medium (M)}, \text{Small (S)} \} \) and the average congestion time in a day \( \text{CT} \) can be also converted to a fuzzy set \( \{ \text{Long (L)}, \text{Medium (M)}, \text{Short (S)} \} \). Specifically, in this paper, \((\alpha, \beta, \gamma)\) for \( \text{CD}^H, \text{CD}^M \) and \( \text{CD}^S \) are set as \( \{-0.5, 0, 0.5, 0.5, 1, 1.5 \} \), \((\alpha, \beta, \gamma)\) for \( \text{RI}^L, \text{RI}^M \) and \( \text{RI}^S \) are set as \( \{-0.4, 0, 0.4, 0.4, 0.8, 0.4, 0.8, 1.2 \} \) and \((\alpha, \beta, \gamma)\) for \( \text{CT}^L, \text{CT}^M \) and \( \text{CT}^S \) are set as \( \{-0.5, 0, 0.5, 0.5, 0.5, 1.5 \} \), respectively.

\[
\mu(x) = \begin{cases} 
\frac{x - \alpha}{\beta - \alpha}, & \alpha < x < \beta \\
\frac{\beta - x}{\gamma - \beta}, & \beta < x < \gamma \\
0, & \text{otherwise}.
\end{cases}
\]  

2) Fuzzy Inference: According to IF-THEN rules, the fuzzy inference can compute the linguistic outputs for congestion weights for intersections and road segments. The design of IF-THEN rules is often based on the experience of experts [40], [41] or generated from numerical and nominal data [42], [43]. In this paper, the knowledge-based rules are obtained according to the understanding of characteristics for congestion at intersections and on road segments. As shown in Table I, the linguistic outputs of congestion weights for intersections and road segments are defined as a fuzzy set \( \{ \text{Very High (VH)}, \text{High (H)}, \text{Medium (M)}, \text{Low (L)}, \text{Very Low (VL)} \} \). For example, if fuzzy inputs of the average congestion degree (CD) is High, road importance (RI) is Large and the average congestion time in a day (CT) is Long, then the fuzzy congestion weight (W) of the intersection or road segment is Very High.

3) Defuzzification: The defuzzification can be utilized to convert the fuzzy outputs into normalized congestion weights of intersections or road segments according to a centroid of gravity method [44], as represented in (2). In this case, congestion weights of all \( k \) intersections and road segments in a traffic network can be calculated as \( \bar{W} = [W_1, W_2, \ldots, W_k] \).

\[
W = \frac{\int \mu(x) \times x \, dx}{\int \mu(x) \, dx},
\]  

where \( \mu(x) \) is represented in (1) and \((\alpha, \beta, \gamma)\) for \( \text{CD}^H, \text{CD}^M, \text{CD}^S \) and \( \text{RI}^L, \text{RI}^M, \text{RI}^S \) are set as \( \{-0.25, 0, 0.25\} \), \( \{0.25, 0.5, 0.75\} \), \( \{0.5, 0.75, 1\} \), \( \{0.75, 1, 1.25\} \), respectively.

On the other hand, in this paper, we quantify the congestion propagation costs for each intersection or road segment based on the normalized congestion weights and congestion propagation probabilities among intersections and road segments. Specifically, let \( R_i = 1 \) be the event that congestion occurs on road segment \( R \) at time \( t \) and \( I_{i+t} = 1 \) be the event that intersection \( I \) is congested at time \( t + \tau \). Then, the congestion propagation probability between road segment \( R \) and intersection \( I \) can be calculated by using a conditional probability \( P_{RI} = P(I_{i+t} = 1| R_i = 1) \) and \( \tau \) should be fulfilled the condition for the temporal threshold in Definition 3. In this case, the congestion propagation cost \( C_{RI}^P \) from road segment \( R \) to intersection \( I \) can be written as

\[
C_{RI}^P = P_{RI} \ast W_I,
\]  

where \( W_I \) is the congestion weight of intersection \( I \). When there are \( N \) intersections located upstream of road segment \( R \), the total congestion propagation cost \( C_R^P \) of road segment \( R \) can be presented as

\[
C_R^P = \sum_{i=1}^{N} P_{RI_i} \ast W_{I_i},
\]

where \( P_{RI_i} \) is the congestion propagation probability from road segment \( R \) to its \( i \)th upstream intersection and \( W_{I_i} \) is the congestion weight of intersection \( I_i \). Therefore, according to Definition 5, the total congestion cost \( C_R \) of road segment \( R \) is

\[
C_R = C_R^P + W_R.
\]

To illustrate the calculation of congestion cost, we take the causal congestion tree in Fig. 5 as an example, where there are six intersections or road segments with congestion weights \( W_A, W_B, W_C, W_D, W_E, W_F \) and six directed edges with congestion propagation probabilities \( P_{AB}, P_{AC}, P_{BD}, P_{CE}, P_{DF}, P_{EF} \). As shown in Fig. 5(a), vertex A is the root of the causal congestion tree and congestion from vertex A propagates to intersections and road segments B, C, D, E and F gradually along the directed tree. In order to calculate the total congestion costs of all intersections and road segments in the directed tree, we first find the vertexes in a tree whose outdegrees are 0, such as vertex F in Fig. 5(a). The total congestion cost of vertex F, \( C_F \) can be
obtained directly and is equal to its congestion weight \( W_F \). Then, we can calculate the congestion propagation costs \( C_{DF} \) and \( C_{EF} \) from vertex D to vertex F and from vertex E to vertex F, respectively by using the congestion weight and \( W_F \) obtained directly and is equal to its congestion weight or road segment in a CCT.

Fig. 5. An illustration of congestion cost calculation for each intersection or road segment in a CCT.

successive intersections are comparatively higher. Therefore, in this subsection, we divide these neighboring road segments and intersections into several groups according to their locations in urban areas and propose a critical congestion cause identification method by using the Markov model to identify the most critical root causes for congestion in each group. Specifically, the method consists of three steps: 1) calculate the transition probability and get the Markov chain; 2) fuse the states whose congestion state of a certain intersection or road segment is 1; 3) calculate the transition probabilities from the other states to the fused state.

Specifically, we set the congestion state as 1 if there is congestion at an intersection or on a road segment. Otherwise, the state is 0. Then, according to the inductive loop detector data and congestion propagation probability in subsection (III-C), we can calculate the transition probabilities between two states and the corresponding Markov chain can also be obtained.

Let the state space as set \( S \) and let \( X = \{X_n, n \in \mathbb{N}\} \) on a state space \( S \) as a discrete-time Markov chain. For each state \( j \in S \), we denote by \( N_j \) the total number of visits to state \( j \) except the initial state, that is:

\[
N_j = \sum_{n=0}^{t_0+T} 1\{X_n = j\},
\]

where \( t_0 \) is the first congestion time for state \( j \) and \( T \) should be fulfilled the condition for the temporal threshold in Definition 3.

Let the random variable \( \tau(j) \) that counts the number of transitions necessary to reach state \( j \) be:

\[
\tau(j) = \inf\{n \geq 1 \mid X_n = j\}.
\]

For all \( i, j \in S \), we calculate the congestion propagation probability from state \( i \) to state \( j \) during time \( t_0 \) and \( t_0 + T \) and that is:

\[
\mathbb{P}(N_j > 0 \mid X_0 = i) = \sum_{n=t_0}^{t_0+T} \mathbb{P}(N_j > 0, \tau(j) = n|X_0 = i)
\]

\[
= \sum_{n=t_0}^{t_0+T} \mathbb{P}(\tau(j) = n|X_0 = i)
\]

\[
= \sum_{n=t_0}^{t_0+T} \tau_j^{(n)},
\]

where \( \tau_j^{(n)} \) is the probability, starting from \( i \), that the first visit to state \( j \) occurs at time \( n \).

\[
f_j^{(n)} = \begin{cases} P_{ij}, & \text{if } n = 1 \\ \sum_{l \in S\setminus\{j\}} P_{il} f_l^{(n-1)}, & \text{if } n \geq 2 \end{cases}
\]

\( P_{ij} \) is the transition probability from state \( i \) to state \( j \) in Markov chain, which is

\[
P_{ij} = \mathbb{P}(X_1 = j \mid X_0 = i).
\]

Then, if we need to get which road infrastructures are more likely to lead to congestion on a certain road infrastructure,
we can fuse the states where the congestion state of the
certain road infrastructure is 1 and construct a new Markov
chain according to their transition probabilities and stationary
probabilities. Using the new constructed Markov chain, we can
analyze congestion state transition probabilities and obtain
the causal relationships among congestion on different road
infrastructures in a group. As shown in Fig. 6, there are
two road infrastructures (road infrastructures 1 and 2) and
four congestion states (00, 01, 10, 11) in the Markov chain
with the stationary probabilities \((p_0, p_1, p_2, p_3)\). If we need
to get which road infrastructures are more likely to lead to
congestion on road infrastructure 2, we fuse the states where
the congestion state of road infrastructure 2 is 1 (state 01, 11)
Then, using Algorithm 2, we can calculate the state transition
probabilities of the new Markov chain. The transition proba-
bilities from other states to the new state are \(p_{2N} = p_{21} + p_{23}\)
and \(p_{0N} = p_{03}\) (line 16). The transition probabilities from
the new state to other states are \(p_{N0} = \frac{p_{03} + p_{13}}{p_{13}}\) and \(p_{N2} = \frac{p_{13} + p_{23}}{p_{13}}\)
(line 17). The transition probability from the new state to
itself is \(p_{NN} = \frac{p_{13} + p_{03}}{p_{13}} + \frac{p_{13} + p_{03}}{p_{13}} + \frac{p_{13} + p_{03}}{p_{13}}\) (line 23).
Thus we can obtain a new Markov chain and analyze the
most correlated road infrastructure that causes congestion on
road infrastructure 2. Similarly, we can also analyze the most
related road infrastructure that causes congestion on road
infrastructure 1. After analyzing the congestion propagation
relationships between all road infrastructures on each group,
we can identify the most critical road infrastructures for
urban congestion and further determine the root causes for
congestion in a traffic network.

IV. CONGESTION ROOT CAUSE PREDICTION

In this section, as shown in Fig. 1, we utilize gradient
boosting decision trees to predict the average travel speed of
road networks according to a number of influential factors
(e.g., traffic flows, road topology, number of lanes and signal
control strategies). Then, we further prioritize the relative
importance of these influential factors on congestion root cause
prediction in road networks.

A. Gradient Boosting Decision Trees

Let \(y\) be the average travel speed of a road network which
can be utilized to indicate traffic conditions in the whole
road network and \(f(x)\) be an approximation function of \(y\)
according to a set of predictor variables \(x\). The squared error

\[
\text{Algorithm 2 Markov State Fusion}
\]

1: \textbf{Input:} \(X\) is a state space set; \(P_X(i, j)\) is the transition
probability from state \(i\) to state \(j\) in \(X\); \(Z\) is a stationary
probability set; \(P_Z(i)\) is the stationary probability of the
\(i\)th state; \(\|\cdot\|\) is the length of a set.
2: \textbf{Output:} A Markov chain after fusing some states.
3: for \(i = 1\) to \(\|\text{Number of road infrastructures in a group}\|\) do
4: for \(j = 1\) to \(\|X\|\) do
5: \(Y \leftarrow\) an empty set;
6: if the \(i\)th road infrastructure is 1 in state \(j\) then
7: Put state \(j\) in set \(Y\).
8: end if
9: end for
10: for \(\lambda = 1\) to \(\|Y\|\) do
11: \(\text{sumprobability} = \text{sumprobability} + P_Z[Y(\lambda)].\)
12: end for
13: for \(\mu = 1\) to \(\|X\|\) do
14: if \(X(\mu) \notin Y\) then
15: for \(\eta = 1\) to \(\|Y\|\) do
16: \(P_X[X(\mu), \text{newstate}] = P_X[X(\mu), \text{newstate}] +
17: P_X[X(\mu), Y(\eta)].\)
18: \(P_X[\text{newstate}, X(\mu)] = P_X[\text{newstate}, X(\mu)] +
19: P_X[Y(\eta), X(\mu)] \ast P_Z[Y(\eta)]/\text{sumprobability}.\)
20: end for
21: end if
22: end for
23: \(P_X[\text{newstate}, \text{newstate}] =
24: P_X[\text{newstate}, \text{newstate}] + P_X[Y(\gamma), Y(\rho)] \ast
25: P_Z[Y(\gamma)]/\text{sumprobability}.\)
26: end for

function (11) is utilized as the loss function to measure the
approximation error [45].

\[
L(y, f(x)) = [y - f(x)]^2. \tag{11}
\]

Let \(U\) be the total number of training data and the GBDT
model can be established as follows:

Step 1: The initial approximation function can be calculated as

\[
\hat{f}_0(x) = \arg \min_c \frac{1}{U} \sum_{i=1}^U L(y_i, c). \tag{12}
\]

Step 2: Constructing \(M (m = 1, 2, \ldots, M)\) different regres-
sion trees iteratively.

1) Let \(r_{im}\) be the residual error of the \(i^{th}\) training data of
the \(m^{th}\) regression tree and calculate \(r_{im}\) for all the training
data according to (13),

\[
r_{im} = \bigg[ \frac{\partial L(y_i, f(x_i))}{\partial f(x_i)} \bigg]_{f(x)=f_{m-1}(x)}, \quad i = 1, 2, \ldots, N. \tag{13}
\]

2) Let \((x_i, r_{im}) (i = 1, 2, \ldots, U)\) be a set of new training
data and construct the \(m^{th}\) regression tree. Assuming the
number of splits for each regression tree is $J$ and each regression tree can partition the input space into $J$ disjoint regions $R_{1m}, R_{2m}, \ldots, R_{Jm}$.

3) Calculating the optimal fitting value $\gamma_{jm}$ for each region $R_{jm}$ by using (14).

$$\gamma_{jm} = \arg \min_{\gamma} \sum_{x_i \in R_{jm}} L(y_i, f_{m-1}(x_i) + \gamma). \quad (14)$$

4) Updating the GBDT model.

$$f_m(x) = f_{m-1}(x) + \sum_{j=1}^{J} \gamma_{jm} I(x \in R_{jm}), \quad (15)$$

where $I(x \in R_{jm}) = 1$, if $x \in R_{jm}$ and $I(x \in R_{jm}) = 0$, if $x \notin R_{jm}$.

Step 3: Outputting the final GBDT model, as shown in (16).

$$f(x) = f_0(x) + \sum_{m=1}^{M} \sum_{j=1}^{J} \gamma_{jm} I(x \in R_{jm}). \quad (16)$$

To prevent over-fitting and improve the prediction accuracy, a shrinkage strategy is utilized to shrink the impact of each regression tree by introducing a learning rate $\text{lr}$ ($0 < \text{lr} < 1$).

In this case, the GBDT model can be written as

$$f(x) = f_0(x) + \text{lr} \cdot \sum_{m=1}^{M} \sum_{j=1}^{J} \gamma_{jm} I(x \in R_{jm}). \quad (17)$$

B. Importance of Influential Factors

Owing to the advantages of GBDT in prioritizing the influence of each factor on the root causes of road congestion [46], we utilize the GBDT model to predict and rank the importance of influential factors, which can provide an intuitive identification of root causes for road congestion.

For the $m-th$ decision tree $T_m$ in GBDT, we can calculate the relative importance $I_k^2(T_m)$ of the influential factor $x_k$ in $T_m$ by using (18).

$$I_k^2(T_m) = \frac{1}{\tau^2} \sum_{t=1}^{M} \tau_t^2 I(v(t) = x_k), \quad (18)$$

where $I(v(t) = x_k)$ is the indicator function that $x_k$ is the splitting influential factor associated with non-terminal node $t$ and $\tau_t^2$ is the squared error improvement that using $x_k$ as a splitting factor of the non-terminal node $t$. For a set of decision trees $T_1, T_2, \ldots, T_M$, the relative importance of influential factor $x_k$ can be represented as

$$I_k^2 = \frac{1}{M} \sum_{m=1}^{M} I_k^2(T_m). \quad (19)$$

V. PERFORMANCE EVALUATION

In this section, we conduct simulations based on a road network of the City of Sioux Falls, South Dakota, USA by using a traffic simulator SUMO to validate the effectiveness of our proposed root cause identification method.

A. Sioux Falls Network

As a popular benchmark for transport researches [1], [47], Sioux Falls network is utilized as a test scenario for our proposed root cause identification method. As illustrated in Fig. 7, there are 24 intersections and 76 directed edges in the network. The lengths of all road segments are set equal to the Euclidian distances between the respective two intersections in the real road network and each road segment is set with 2 lanes. A fixed-time signal control strategy is used at each intersection.

B. Root Cause Identification Based on Our Proposed Method

In this subsection, we first evaluate the performance of the proposed method under different thresholds for congestion on intersections to identify the optimal threshold for root cause identification. Then, using the threshold, we identify the root causes of congestion in the road network by using the proposed approach under different traffic flows. Next, we increase the number of each road segment or utilize traffic responsive signal control\(^3\) at each intersection and compare the improvement of average traffic speed in a road network before and after each change to validate the proposed root cause identification approach. Moreover, we also utilize the Markov model to locate the most critical congestion root causes among a number of adjacent intersections and road segments. Finally, we compare our proposed root cause identification method with existing methods under different traffic flows.

1) Thresholds for Congestion on Intersections: To evaluate the performance of root cause identification under different

\(^3\)The responsive signal control strategy used in this paper can automatically respond to the prevailing traffic conditions and adjusts the green-time proportion according to the queue lengths at each intersection [7], [21].
thresholds for congestion on intersections, we identify root causes of congestion under different thresholds by using our proposed approach, which varies from 110% to 190% of their average waiting queue lengths. Then, we investigate travel speed improvement of the road network under different congestion thresholds on intersections by comparing the average travel speed before and after increasing the number of lanes on identified road segments or improving signal control strategy (from fixed-time signal control to responsive signal control) at identified intersections to determine the optimal congestion threshold on intersections for root cause identification.

As illustrated in Table II, when the threshold is set over 170%, our proposed root cause identification method can achieve the highest improvement of the average travel speed in Sioux Falls network. Thus, in this paper, we determine 170% of the average waiting queue length as the metric to identify congestion on intersections.

### TABLE II
**Travel Speed Improvement Under Different Congestion Thresholds on Intersections**

<table>
<thead>
<tr>
<th>Percentage (%)</th>
<th>110</th>
<th>120</th>
<th>130</th>
<th>140</th>
<th>150</th>
<th>160</th>
<th>170</th>
<th>180</th>
<th>190</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed Improvement (%)</td>
<td>15.2</td>
<td>15.2</td>
<td>15.2</td>
<td>15.3</td>
<td>15.5</td>
<td>17.1</td>
<td>17.1</td>
<td>17.1</td>
<td></td>
</tr>
</tbody>
</table>

2) **Congestion Root Cause Verification:** Using the determined threshold, we identify root causes of congestion in Sioux Falls network using the proposed method under traffic flow 3600 veh/h, 5400 veh/h and 7200 veh/h, respectively and verify the simulation results by comparing the average travel speed improvement before and after increasing the number of lanes on road segments or improving signal control strategy at intersections.

As shown in Fig. 8, the horizontal axis indicates each road segment and intersection in Sioux Falls network and the vertical axis demonstrates the calculated congestion costs of all road segments and intersections by using our proposed approach under different traffic flow in the road network. The red bars indicate congestion weights of road segments or intersections themselves, the blue bars indicate congestion propagation costs of road segments or intersections that lead to congestion on their neighboring intersections or road segments. Following Definition 5, the sum of congestion weights and congestion propagation costs indicate that congestion costs of road segments or intersections in the road network, which can demonstrate the importance of all road segments and intersections to congestion in the whole road network. Specifically, when traffic flow in the road network is 3600 veh/h, intersections 10, 15 and 20 are identified as root causes of congestion, when traffic flow in the road network is 5400 veh/h, intersections 10, 15 and 16 are identified as root causes of congestion and when traffic flow in the road network is 7200 veh/h, road segments 19, 23 and 24 are more likely to be root causes of congestion in Sioux Falls network, as shown in Fig. 7. We can see that congestion costs of road segments and intersections become larger with the increases of traffic flows and congestion costs of road segments grow faster than that of intersections. These results demonstrate that when the traffic flow is relatively small and less than the capacity of the road network, congestion in the road network mainly occurs at intersections and a suitable signal control strategy will improve traffic conditions of the road network. When the traffic flow increases, root causes of congestion in the road network transfers from intersections to road segments gradually and it is more effective for congestion mitigation to improve road infrastructures.

An intuitive verification for congestion root causes is that traffic improvement at identified root causes can bring the most significant network-wide traffic condition improvement. Therefore, in this paper, to validate the effectiveness of our proposed root cause identification method, we increase the number of lanes from 2 to 3 on each road segment using SUMO, replace the original fixed-time signal control strategy with a responsive signal control strategy [7], [21] at each intersection respectively, and further compare the percentage of travel speed improvement in the road network to illustrate the effects of each road segment or intersection on congestion in the whole road network. As illustrated in Fig. 9, when traffic flow is 3600 veh/h, the average travel speed of the road network improves 4%, 3.8% and 3.3% respectively after improving the signal control strategy at intersections 10, 15 and 20 respectively. When traffic flow is 5400 veh/h,
traffic enhancement at intersections 10, 15 and 16 indicate the most travel speed improvement, which are 9.5%, 7.1% and 8.8% respectively. When traffic flow of the road network reaches 7200 veh/h, there are significant improvements of the average travel speed in the road network after increasing the number of lanes on road segments 19, 23 and 24, which are 71%, 83% and 80% respectively. Comparing with the calculated congestion cost results in Fig. 8, these simulation results based on SUMO demonstrate the effectiveness of our proposed method in identifying and locating the root causes of congestion in a road network. Furthermore, when traffic flow is 7200 veh/h, we also compare simulation results (in the road network with signal control at intersections) with the results in [1] (in the road network without signal control at intersections). We can see that road segments 28 and 51 are considered as root causes of congestion in the road network without signal control [1] and after differentiating congestion effects on road segments and intersections, road segments 19, 23 and 24 are more likely to be the root causes in the road network with signal control at intersections. This result suggests that if there is no signal control at each intersection, congestion tends to occur at upstream and downstream of an intersection with higher degree centrality, such as intersection 10 in Fig. 7. When signal control strategy is introduced at each intersection and traffic congestion can be better relieved at intersections, congestion is more likely to occur on road segments with lower road capacities, such as road segments 19, 23 and 24.

3) Markov Transition Probability: To quantify the relationship among congestion on multiple identified root causes, we utilize the Markov model to obtain the most critical congestion root cause for two groups of identified root causes {intersections 10, 15, 16, 20} under traffic flow 3600 veh/h and {road segments 19, 23 and 24, intersections 5 and 6} under traffic flow 7200 veh/h, respectively. Thus, according to our proposed method in subsection III-D, there should be 16 states in the first group and 32 states in the second group, respectively. In order to decrease the uncertainty and occasionality of state transitions, we remove a number of states with few occurrence times. Then, according to Algorithm 2, we can calculate the transition probabilities from the other states to the fused state.

Specifically, after removing the states with few occurrence times, there are 6 states of the first root cause group (intersections 10, 15, 16, 20), which are 0000, 0001, 0010, 0011, 0100 and 1010. If we need to obtain the most relevant state to intersection 20, we should fuse states 0001 and 0011, and calculate transition probabilities from the other 4 states to the fused state. In this case, we can obtain the transition probabilities from the other states to the fused state, which are shown in Table III. We can see that the most critical state that causes the congestion on intersection 16 is state 0100 and the most critical state that causes the congestion on intersection 20 are states 0100 and 1010. Thus intersection 10 and 15 are more likely to lead to congestion on intersection 20 and 16. However, the transition probabilities from other states to intersection 10 is less than that from other states to road 15, which illustrates that congestion is more likely to propagate to other roads from intersection 10 than that from intersection 15. In this case, intersection 10 are more likely to be the most critical root cause of congestion in the road network under traffic flow 3600 veh/h.

Similarly, as shown in Table IV, there are 9 states for the root cause group (road segments 19, 23 and 24, intersections 5 and 6), which are 0000, 0001, 0010, 0011, 0100, 0101, 01001, 10000 and 10001. We can see that there is not any states indicating the congestion at intersection 5 and 6 under traffic flow 3600 veh/h.

3) Markov Transition Probability: To quantify the relationship among congestion on multiple identified root causes, we utilize the Markov model to obtain the most critical congestion root cause for two groups of identified root causes (intersections 10, 15, 16, 20) under traffic flow 3600 veh/h and (road segments 19, 23 and 24, intersections 5 and 6) under traffic flow 7200 veh/h, respectively. Thus, according to our proposed method in subsection III-D, there should be 16 states in the first group and 32 states in the second group, respectively. In order to decrease the uncertainty and occasionality of state transitions, we remove a number of states with few occurrence times. Then, according to Algorithm 2, we can calculate the transition probabilities from the other states to the fused state.
The existing methods can only locate the root causes at road intersections, while the root causes of congestion are more likely to lie in intersections. As shown in Fig. 8(a), when the traffic flow is small relatively, the main travel speed improvement is achieved by our proposed method compared with the other methods. This is expected because as shown in Fig. 8, road segments 23 and 24 are considered as root causes of congestion by using our proposed method. In terms of the congestion level based method, which regards the road segments with higher congestion weights as root causes of congestion in the whole road network, as shown in Fig. 8, road segments 25 and 32 are considered as root causes. For the spatial cross area based method, the root causes of congestion are more likely to locate at the spatial cross area of two congestion propagation patterns, thus road segments 51 and 63 are seen as the root causes in the road network. Finally, for the congestion propagation based method in [1], which does not differentiate congestion effects of road segments and intersections, however, due to the major causes for congestion tend to lie in road infrastructure under higher traffic flows, road segments 23 and 24 can also be identified as root causes in the road network.

Then, in order to compare the effectiveness of these root cause identification methods above, we increase the number of lanes on each identified road segment or improving signal control strategy on identified root causes of congestion based on existing methods and our proposed method. The critical state that causes congestion on road segment 23 are states 01000 and 01001 and the most critical state that causes congestion on intersection 6 is state 01000. Therefore, road segment 23 is more likely to cause congestion on road segments 19, 24 and intersection 6, and it is considered as the most critical root cause of congestion in the road network under traffic flow 7200 veh/h.

4) Comparison With Existing Methods: In this subsection, we compare our proposed method with congestion propagation based method [1], congestion level based method and spatial cross area based method [17] under different traffic flows in Sioux Falls network. Especially, take the road network under traffic flow 7200 veh/h as an example, as illustrated in Fig. 8, road segments 23 and 24 are considered as root causes of congestion by using our proposed method. In terms of the congestion level based method, which regards the road segments with higher congestion weights as root causes of congestion in the whole road network, as shown in Fig. 8, road segments 25 and 32 are considered as root causes. For the spatial cross area based method, the root causes of congestion are more likely to locate at the spatial cross area of two congestion propagation patterns, thus road segments 51 and 63 are seen as the root causes in the road network. Finally, for the congestion propagation based method in [1], which does not differentiate congestion effects of road segments and intersections, however, due to the major causes for congestion tend to lie in road infrastructure under higher traffic flows, road segments 23 and 24 can also be identified as root causes in the road network.

Then, in order to compare the effectiveness of these root cause identification methods above, we increase the number of lanes on each identified road segment or improving signal control strategy at each identified intersection and compare the average travel speed in the entire road network under multiple traffic flows. As shown in Fig. 10, the horizontal axis demonstrates traffic flows of the road network and the vertical axis indicates the average travel speed of the network. We can see that when traffic flow of the road network is small relatively, improving traffic conditions at the identified congestion root causes by using the proposed method can achieve superior performance in travel speed improvement than the other methods. This is expected because as shown in Fig. 8(a), when the traffic flow is small relatively, the main root causes of congestion are more likely to lie in intersections. The existing methods can only locate the root causes at road segments, while the proposed method differentiates congestion effects between road segments and intersections and further identify the major contributed intersections to congestion in the road network. This result can illustrate the superiority of our proposed method in classifying congestion effects between road segments and intersections, especially under low traffic flow circumstances. Moreover, with the increase of network traffic flow, improving the traffic conditions on root causes identified by our proposed method can lead to more travel speed improvement than improving the traffic conditions on root causes identified by the spatial cross area based method and congestion level based method. Especially, when traffic flow in the road network is 7200 veh/h, the average network travel speed can be improved by 81.5% when increasing the number of lanes on road segments identified by the proposed method, which are 62.5% and 43.5% by increasing the number of lanes on road segments identified according to the spatial cross area based method and congestion level based method, respectively. While compared with the congestion propagation based method, our proposed method can achieve better performance when there is a light traffic flow in the road network and the major causes of congestion in a road network lie in intersections. When traffic flow in the road network increases, the root causes of congestion transfer from intersections to road segments gradually and our proposed method obtains the similar identification results compared with the congestion propagation based method, especially under traffic flow 7200 veh/h (where road infrastructures are the dominant causes of congestion in a road network). In summary, these results suggest that our proposed method by differentiating congestion effects of road segments and intersections can provide a more effective way to identify and locate root causes of congestion in urban traffic networks.

### TABLE IV

<table>
<thead>
<tr>
<th>Road Segment 19</th>
<th>Road Segment 23</th>
<th>Road Segment 24</th>
<th>Intersection 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>State</td>
<td>State</td>
<td>State</td>
</tr>
<tr>
<td>00000</td>
<td>0.323</td>
<td>0.121</td>
<td>0.249</td>
</tr>
<tr>
<td>00001</td>
<td>0.249</td>
<td>0.163</td>
<td>0.396</td>
</tr>
<tr>
<td>00010</td>
<td>0.121</td>
<td>0.249</td>
<td>0.396</td>
</tr>
<tr>
<td>00011</td>
<td>0.163</td>
<td>0.121</td>
<td>0.119</td>
</tr>
<tr>
<td>01000</td>
<td>0.121</td>
<td>0.119</td>
<td>-</td>
</tr>
<tr>
<td>01001</td>
<td>0.119</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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**Fig. 10.** Average travel speed of the road network after increasing the number of lanes or improving signal control strategy on identified root causes of congestion based on existing methods and our proposed method.
the GBDT model can achieve a highest rate is set as 0.4 and maximum tree depth is set to be 3, depth. As shown in Table V, we can see that when the learning different combinations of learning rate and maximum tree depth. Then, we test the performance of GBDT models based on GBDT and 1000, which can guarantee the convergence of GBDT models. In this study, the maximum number of estimator is specified as with a step of 1) by fitting a maximum of 1000 estimators.

To test the model performance under different combinations of parameters, a series of GBDT models are constructed all samples. We obtain 1000 samples under different traffic flows and 80% of sample data are used for training and the other 20% of samples are utilized as a test data set.

1) Optimization of Parameters: To determine the optimal learning rate $l_r$ and maximum tree depth in Section IV, we utilize the coefficient of determination $R^2$ as a measure [48] to evaluate the accuracy for average travel speed estimation of GBDT, which is defined as (20) and the score of $R^2$ closer to 1 indicates a higher accuracy of the model.

$$R^2 = 1 - \frac{\sum_i (\hat{y}_i - \bar{y})^2}{\sum_i (y_i - \bar{y})^2},$$

where $y_i$ is the measured average travel speed of the road network for the $i$ - $th$ sample, $\hat{y}_i$ is the estimation for $y_i$ based on GBDT and $\bar{y}$ is the mean value of travel speeds for all samples.

To test the model performance under different combinations of parameters, a series of GBDT models are constructed with various learning rates ($l_r$ varies from 0.01 to 1 with a step of 0.01) and maximum tree depth (values from 1 to 50 with a step of 1) by fitting a maximum of 1000 estimators. In this study, the maximum number of estimator is specified as 1000, which can guarantee the convergence of GBDT models. Then, we test the performance of GBDT models based on different combinations of learning rate and maximum tree depth. As shown in Table V, we can see that when the learning rate is set as 0.4 and maximum tree depth is set to be 3, the GBDT model can achieve a highest $R^2$ score 0.864.

Furthermore, we also compare the proposed GBDT based method with other algorithms including Multilayer Perceptron (MLP) and random forest (RF). Specifically, the Multilayer Perceptron used in this paper has two hidden layers (the dimension of the first hidden layer is 100 and the second is 11) and we utilize the ReLU activation after each hidden layer. Stochastic gradient descent (SGD) is also utilized to train the network. For RF algorithm, the number of estimators and the maximum depth of subtrees are important for the accuracy of this model. In this paper, they are set to be 200 and 3 respectively after searching in parameter space.

As illustrated in Table VI, we compare $R^2$ score by using MLP, RF and the proposed GBDT model under traffic flows 3600, 5400 and 7200 veh/h and hybrid traffic flows, respectively to validate the effectiveness of the proposed method. We can see that the proposed GBDT based method can achieve a better performance at different traffic flows compared with other algorithms, especially when there is a heavy traffic flow in a road network. Moreover, we also integrate all samples under different traffic flows together to verify the effectiveness of our proposed method considering the impact of different traffic flows on road conditions. As shown in Table VI, the proposed method can achieve a highest $R^2$ score 0.864 compared with other algorithms, which suggests that the proposed GBDT based method is more adaptive to different traffic demands in road networks and has the potential to be applied for various road networks to evaluate their traffic conditions and further locate root causes of congestion according to a number of easily-measured influential factors.

2) Relative Importance of Influential Factors: In order to explore the different influences of each estimation variables on road condition under different traffic flows and further predict root causes of congestion in traffic networks, the relative contributions of influential factors are calculated using the optimal model and a higher value of relative importance

### Table V

<table>
<thead>
<tr>
<th>Learning rate</th>
<th>$R^2$ score on test dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum depth = 2</td>
</tr>
<tr>
<td>0.05</td>
<td>0.819</td>
</tr>
<tr>
<td>0.1</td>
<td>0.833</td>
</tr>
<tr>
<td>0.4</td>
<td>0.766</td>
</tr>
<tr>
<td>0.7</td>
<td>0.639</td>
</tr>
<tr>
<td>1</td>
<td>0.537</td>
</tr>
</tbody>
</table>

### Table VI

<table>
<thead>
<tr>
<th>Traffic flow</th>
<th>Prediction performance ($R^2$ score)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLP</td>
</tr>
<tr>
<td>3600 veh/h</td>
<td>0.786</td>
</tr>
<tr>
<td>5400 veh/h</td>
<td>0.639</td>
</tr>
<tr>
<td>7200 veh/h</td>
<td>0.455</td>
</tr>
<tr>
<td>Entire traffic flows</td>
<td>0.622</td>
</tr>
</tbody>
</table>
indicates a stronger impact of these influential factors on traffic condition in the entire road network. Specifically, as shown in Table VII, traffic flow contributes most in traffic conditions with relative importance of 80.0%, which is consistent with simulation results in Subsection V-B. Moreover, signal control strategies at intersections contribute a total relative importance of 15.3% and among that, intersection 10 is the most contributed intersection for traffic conditions in the road network, which is also verified according to the simulation results in Subsection V-B. On the other hand, we can that the number of lanes on road segments only contributes 4.7% to traffic conditions, which indicates that the impact of number of lanes on road segments is less sensitive for traffic conditions in road networks. This may be due to the fact that there are a variety of factors on road segments that contribute traffic conditions in a road network, such as number of lanes, road segment lengths, centrality and betweenness, thus considering the contribution of number of lanes on road segments only has a relatively limited impact on traffic condition in the whole road network.

### Table VII

<table>
<thead>
<tr>
<th>Categories</th>
<th>Variables</th>
<th>Rank</th>
<th>Relative importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic flow</td>
<td>Hourly traffic volume</td>
<td>1</td>
<td>80.0%</td>
</tr>
<tr>
<td>Intersection</td>
<td>Signal control strategy</td>
<td>2</td>
<td>15.3%</td>
</tr>
<tr>
<td>Road segment</td>
<td>Number of lanes</td>
<td>3</td>
<td>4.7%</td>
</tr>
</tbody>
</table>

D. Experiment Results

Experiments are further carried out using the inductive loop detector data in Taipei, Taiwan to identify root causes of the road network. As shown in Fig. 11, there are 153 loop detectors in the urban road network of Taipei. The average travel speed and road occupancy data are sampled over 1-minute intervals from 1 April, 2013 to 30 April, 2013. Because the spatio-temporal correlations among traffic flows vary with time of the day and traffic conditions in peak hours can significantly reflect the congestion level of a road network [49]. In this paper, we choose the data from 7:00 to 10:00 and from 18:00 to 21:00 to analyze the root cause of congestion in the road network of Taipei.

Specifically, we utilize the average travel speed as an indication of the real-time traffic condition on each road segment. Moreover, because inductive loop detectors are located at the interaction of each link and the real-time road occupancy is proportional to the queue length at each intersection [50], in this paper, the change rate of road occupancy is used to approximate the change rate of average waiting queue length. In this case, using the causal congestion tree constructing algorithm and congestion cost calculation, we can obtain the total congestion costs of all road segments and intersections. As illustrated in Fig. 12, the horizontal axis describes each road segment and intersection in the road network and the vertical axis indicates congestion propagation costs and congestion weights of road segments and intersections, respectively. It can be seen that congestion costs of road segments are generally higher than the costs of congestion at intersections. According to the simulation results in Fig. 8 and Fig. 9, this result suggests that the traffic load is relatively high in urban road networks of Taipei. Moreover, congestion costs of road segments 47 and 48, intersections 48 and 50 are higher than most of the other road segments and intersections, which are more likely to be the root causes of congestion in the road networks. In addition, we also map the road segments and intersections using different color labels onto the road network of Taipei according to their congestion costs. As shown in Fig. 13, road segments and intersections with congestion costs from 1 to 1.5 are marked by red labels; road segments and intersections with congestion costs from 0.5 to 1 are marked by green labels; road segments and intersections are marked by white labels when their congestion costs are less than 0.5. Specifically, road segments whose congestion costs are larger than 1.5 are marked by “vehicle” labels, such as road segments 47, 48 and 125. Intersections whose congestion costs are larger than 1.5 are marked by “warning” labels, such as intersections 48, 50 and 125.

Furthermore, as illustrated in Fig. 13, road segments 47 and 48, intersections 48 and 50 are located in the northeast of Taipei road networks. To identify the root cause...
In this paper, in order to identify root causes of congestion in urban traffic networks, we first differentiated the congestion effects between road segments and intersections and presented definitions about congestion at road segments and intersections and congestion correlation between them, respectively. Then, we constructed causal congestion trees to model congestion propagation and calculated congestion costs for all road segments and intersections in the whole road network to locate root causes of congestion. After that, a Markov model was developed to analyze congestion relationships among multiple road segments and intersections simultaneously and locate the most critical root cause in a road network. Simulations were conducted based on a road network of the City of Sioux Falls using SUMO. Simulation results suggested that when the traffic flow is relatively small in a road network, congestion in the road network mainly occurs at intersections and a suitable signal control strategy will improve traffic condition of the road network; when there is a heavy traffic flow, root causes of congestion transfers from intersections to road segments gradually and it is more effective for congestion mitigation to improve road infrastructures; and the proposed method can provide a more effective way to identify root causes of congestion in road networks compared to existing methods. Furthermore, a GBDT based method was presented to predict the root causes of congestion which provided an intuitive approach to predict the major causes of congestion in a whole road network according to a number of easily-measured congestion influential factors, such as signal control strategies, traffic flows and road topology and the simulation results indicated that the GBDT based method can achieve superior performance in root cause identification compared with existing approaches.

The proposed method in this paper can be utilized to identify major contributors of congestion and further predict the root causes of congestion for different road networks according to traffic flows, signal control strategies and road topology, which provides a specific guidance for road administrators to mitigate traffic congestion in urban road networks. This paper compared the average travel speed in a road network with the utilization of fixed-time and responsive signal control strategies respectively to demonstrate the importance of signal control at each intersection for traffic congestion mitigation.

In the future, we would like to investigate suitable signal control strategy at each intersection to evaluate its network-wide traffic improvement.

VI. CONCLUSION

Fig. 13. An illustration of congestion costs for road segments and intersections in the road networks of Taipei.

| TABLE VIII |
| FUSED STATE TRANSITION PROBABILITIES OF ROAD SEGMENTS 47 AND 48, INTERSECTIONS 48 AND 50 |

<table>
<thead>
<tr>
<th>Road Segment 47</th>
<th>Road Segment 48</th>
<th>Intersection 48</th>
<th>Intersection 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>State</td>
<td>P</td>
<td>State</td>
<td>P</td>
</tr>
<tr>
<td>0000</td>
<td>0.262</td>
<td>0000</td>
<td>0.109</td>
</tr>
<tr>
<td>0001</td>
<td>0.281</td>
<td>0001</td>
<td>0.105</td>
</tr>
<tr>
<td>0010</td>
<td>0.216</td>
<td>0010</td>
<td>0.141</td>
</tr>
<tr>
<td>0011</td>
<td>0.219</td>
<td>0011</td>
<td>0.146</td>
</tr>
<tr>
<td>0100</td>
<td>0.292</td>
<td>1000</td>
<td>0.139</td>
</tr>
</tbody>
</table>
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